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FOREWORD

The ENUMATH 2023 Conference to be held at the Instituto Superior Técnico (IST),
Lisbon, Portugal, is the 14th of this series of conferences which started in Paris (1995),
followed by Heidelberg (1997), Jyväskylä (1999), Ischia Porto (2001), Prague (2003),
Santiago de Compostela (2005), Graz (2007), Uppsala (2009), Leicester (2011), Lausanne
(2013), Ankara (2015), Bergen (2017) and Egmond aan Zee (2019).

It is a great pleasure to welcome you to this ENUMATH Conference and to the city of
Lisbon. Our central goal in organizing the Conference is to fulfill the objectives of the
ENUMATH conferences, namely to provide a forum for presenting and discussing novel and
fundamental advances in numerical mathematics and challenging scientific and industrial
applications on the highest level of international expertise. The conference includes 11
Plenary talks, 41 Minisymposia, some of them with several sessions, Contributed talks
and Poster presentations, from 31 different countries.

The conference involves leading experts and young scientists, with special emphasis on
contributions from Europe. We hope that you will find this meeting inspiring, both for
scientific interactions and informal discussions.

The Local Organizing Committee
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ENUMATH 2023, September 4 – 8, Lisbon, Portugal

From condensed matter theory to sub-wavelength physics

Habib Ammari

Department of Mathematics, ETH Zürich, Switzerland
habib.ammari@math.ethz.ch

Abstract

The ability to manipulate and control waves at scales much smaller than their wavelengths is revolu-
tionizing nanotechnology. The speaker will present a mathematical and numerical framework for this
emerging field of physics and elucidate its duality with condensed matter theory.

Keywords: Subwavelength physics, Subwavelength resonances, Topological wave phenomena, Wave localization

References

[1] H. Ammari, B. Davies, E. Orvehed Hiltunen. Spectral convergence in large finite resonator arrays:
the essential spectrum and band structure. arXiv: 2305.16788.

[2] H. Ammari, B. Davies, E. Orvehed Hiltunen. Anderson localization in the subwavelength regime.
arXiv: 2205.13337.

[3] H. Ammari, B. Davies, E. Orvehed Hiltunen. Functional analytic methods for discrete approxima-
tions of subwavelength resonator systems. arXiv: 2106.12301.
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ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Mathematical and numerical modeling
of neurodegenerative diseases

Paola F. Antonietti

MOX - Laboratory for Modeling and Scientific Computing, Dipartimento di
Matematica, Politecnico di Milano, Italy

paola.antonietti@polimi.it@polimi.it

Abstract

Neurodegenerative diseases (NDs) are complex disorders that primarily affect the neurons in the brain
and nervous system, leading to progressive deterioration and loss of function over time. A common
pathological hallmark among different NDs is the accumulation of disease–specific misfolded aggregated
proteins in different areas of the brain (e.g., Aβ and tau in Alzheimer’s disease, α–synuclein in Parkin-
son’s disease). In this talk, we discuss the numerical modeling of the misfolding process of α–synuclein in
Parkinson’s disease. To characterize the progression of misfolded proteins across the brain we consider a
suitable mathematical model (based on Fisher–Kolmogorov equations). For its numerical discretization,
we propose and analyze a high-order discontinuous Galerkin method on polyhedral grids (PolyDG) for
space discretization coupled with a Crank-Nicolson scheme to advance in time. Numerical simulations
in patient-specific brain geometries reconstructed from magnetic resonance images are presented. In
the second part of the talk, we introduce and analyze a PolyDG method for the semidiscrete numerical
approximation of the equations of Multiple-Network Poroelastic Theory (MPET) in the dynamic for-
mulation. The MPET model can comprehensively describe functional changes in the brain considering
multiple scales of fluids and can be regarded as a preliminary attempt to model the perfusion in the
brain. In this context, mechanisms for waste removal (clearance) from the brain play an important
role in the onset and progress of NDs. We present and analyze the numerical approach and we present
simulations in three dimensional patient-specific geometries.

Keywords: neurodegenerative diseases, discontinuous Galerkin methods, polygonal and polyhedral grids
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ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Multithreaded Multilevel Spectral Domain Decomposition

Peter Bastian

Interdisciplinary Center for Scientific Computing, Heidelberg University, Germany
Peter.Bastian@iwr.uni-heidelberg.de

Abstract

Spectral domain decomposition methods are domain decomposition preconditioners where the coarse
space is constructed from the solutions of certain generalized eigenproblems in the subdomains. An
example is the GenEO method [4] which is a two-level method using overlapping subdomains. Its
convergence can be shown to be independent of the mesh size, number of subdomains and coefficients of
the underlying partial differential equation in the symmetric and coercive case (with extensions possible).
Excellent results have been achieved for highly heterogeneous linear elasticity problems in [3].

The setup cost for the GenEO preconditioner is quite substantial although it can be very well paral-
lelized. Since the cost for the local eigensolves scales superlinearly with subdomain size it is advantageous
to choose smaller subdomains. However, this and the fact that todays supercomputers have a large num-
ber of cores, drives up the number of subdomains and thus the size of the necessary coarse problem.
As a remedy, more than two levels can be employed [1, 2]. The resulting multilevel spectral domain
decomposition method can be viewed as an algebraic multilevel method with aggressive coarsening based
on spectral coarse spaces.

In this talk I will concentrate on the fast construction of the preconditioner exploiting SIMD vec-
torization in the eigensolver based on approximate orthogonal iteration as well as the shared memory
parallelization of the setup phase which allows to decouple the number of subdomains and number of
cores. Results will be presented for AMD and ARM-based (Apple) multicore CPUs.

Keywords: Finite elements, Domain decomposition, High-performance computing

References

[1] H. Al Daas, L. Grigori, P. Jolivet, P.-H. Tournier (2021). A multilevel Schwarz preconditioner based
on a hierarchy of robust coarse spaces. SIAM Journal on Scientific Computing, 43, A1907 – A1928.
https://doi.org/10.1137/19M1266964.

[2] P. Bastian, R. S. Scheichl, L. Seelinger, A. Strehlow (2022). Multilevel Spectral Domain Decompo-
sition. SIAM Journal on Scientific Computing early access: https://doi.org/10.1137/21M1427231.

[3] R. Butler, T. Dodwell, A. Reinarz, A. Sandhu, R. Scheichl, L. Seelinger(2020). High-
performance dune modules for solving large-scale, strongly anisotropic elliptic problems
with applications to aerospace composites. Computer Physics Communications, 249, 106997.
https://doi.org/10.1016/j.cpc.2019.106997.

[4] N. Spillane, V. Dolean, P. Hauret, F. Nataf, C. Pechstein, R. Scheichl (2014). Abstract robust coarse
spaces for systems of PDEs via generalized eigenproblems in the overlaps. Numerische Mathematik,
126, 741 – 770. https://doi.org/10.1007/s00211-013-0576-y.
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ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Primal Dual methods for Wasserstein gradient flows

J.A. Carrillo

Mathematical Institute, University of Oxford, United Kingdom
carrillo@maths.ox.ac.uk

Abstract

Combining the classical theory of optimal transport with modern operator splitting techniques, I will
present a new numerical method for nonlinear, nonlocal partial differential equations, arising in models
of porous media,materials science, and biological swarming. Using the JKO scheme, along with the
Benamou-Brenier dynamical characterization of the Wasserstein distance, we reduce computing the
solution of these evolutionary PDEs to solving a sequence of fully discrete minimization problems, with
strictly convex objective function and linear constraint. We compute the minimizer of these fully discrete
problems by applying a recent, provably convergent primal dual splitting scheme for three operators.
By leveraging the PDE’s underlying variational structure, ourmethod overcomes traditional stability
issues arising from the strong nonlinearity and degeneracy, and it is also naturally positivity preserving
and entropy decreasing. Furthermore, by transforming the traditional linear equality constraint, as has
appeared in previous work, into a linear inequality constraint, our method converges in fewer iterations
without sacrificing any accuracy. Remarkably, our method is also massively parallelizable and thus
very efficient in resolving high dimensional problems. We prove that minimizers of the fully discrete
problem converge to minimizers of the continuum JKO problem as the discretization is refined, and in
the process, we recover convergence results for existing numerical methods for computing Wasserstein
geodesics. Finally, we conclude with simulations of nonlinear PDEs and Wasserstein geodesics in one
and two dimensions that illustrate the key properties of our numerical method.

Keywords: Finite Volumes, Primal Dual, Optimal Transport

References

[1] J. A. Carrillo, K. Craig, L. Wang, C. Wei (2022). Primal dual methods for Wasserstein gradient
flows. Found. Comput. Math. 22, 389 – 443.
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ENUMATH 2023, September 4 – 8, Lisbon, Portugal

What is a limit of numerical methods for compressible flows?

Mária Lukácová-Medvidová∗

Institute of Mathematics, Johannes Gutenberg-University Mainz, Germany
lukacova@uni-mainz.de

Abstract

In this talk we introduce generalized solutions of compressible flows, the so-called dissipative solutions.
We will concentrate on the inviscid flows, the Euler equations, and mention also the relevant results
obtained for the viscous compressible flows, governed by the Navier-Stokes equations.

The dissipative solutions are obtained as a limit of suitable structure-preserving, consistent and stable
finite volume schemes [1, 2, 3, 4]. In the case that the strong solution to the above equations exists, the
dissipative weak solutions coincide with the strong solution on its life span [1].

Otherwise, we apply a newly developed concept of K-convergence and prove the strong convergence
of the empirical means of numerical solutions to a dissipative weak solution [5, 6]. The latter is the
expected value of the dissipative measure-valued solutions and satisfies a weak formulation of the Euler
equations modulo the Reynolds turbulent stress. If time permits, we will also derive error estimates for
the corresponding finite volume method. The error analysis is realized by means of the relative energy
which is a problem-suited “metric” [4]. Theoretical results will be illustrated by a series of numerical
simulations.

Keywords: compressible fluid flows, Navier-Stokes equations, Euler equations, dissipative solutions, turbulence,
Young measures, relative energy
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[1] E. Feireisl, M. Lukáčová-Medvid’ová, H. Mizerová, B. She (2021). Numerical analysis of compress-
ible fluid flows. Springer.

[2] E. Feireisl, M. Lukáčová-Medvid’ová, H. Mizerová (2020). Convergence of finite volume schemes
for the Euler equations via dissipative-measure valued solutions. Found. Comput. Math., 20, 923 –
966.

[3] E. Feireisl, M. Lukáčová-Medvid’ová, H. Mizerová, B. She (2019). Convergence of a finite volume
scheme for the compressible Navier-Stokes system. ESAIM: Math. Model. Num. 53, 1957 – 1979.

[4] M. Lukáčová-Medvid’ová, B. She, Y. Yuan (2022). Error estimate of the Godunov method for
multidimensional compressible Euler equations, J. Sci. Comput. 91, 71.

[5] E. Feireisl, M. Lukáčová-Medvid’ová, H. Mizerová (2020). K-convergence as a new tool in numerical
analysis, IMA J. Numer. Anal. 40, 2227–2255.

[6] E. Feireisl, M. Lukáčová-Medvid’ová, B. She, Y. Wang (2021). Computing oscillatory solutions of
the Euler system via K-convergence, Math. Math. Models Methods Appl. Sci. 31, 537 – 576.

∗The present research has been partially supported by TRR 146 Multiscale simulation methods for soft matter systems
funded by the German Science Foundation and by the Gutenberg Research College.
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ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Discretization of anisotropic PDEs
using Voronoi’s reduction of positive quadratic forms

Jean-Marie Mirebeau

Centre Borelli, ENS Paris-Saclay, University Paris-Saclay, France
jean-marie.mirebeau@ens-paris-saclay.fr

Abstract

Anisotropy, which refers to the existence of preferred direction in a domain, is a source of difficulty
in the discretization of partial differential equations (PDEs). When the anisotropy is defined through
symmetric positive definite matrices, such as a Riemannian metric, one can often leverage a matrix
decomposition technique known as Voronoi’s first reduction to design efficient finite difference schemes
for a variety of PDEs. I will illustrate the strengths of this approach, but also some shortcomings of this
decomposition, such as the low regularity of the coefficients, and the lack of uniqueness in dimension
d ≥ 4, and show how they can be addressed. Finally, we present an application to the numerical solution
of a Finslerian eikonal PDE arising in seismic tomography.

Keywords: Adaptive finite differences, Anisotropic PDE, Hamilton-Jacobi equation, Voronoi’s first reduction.

References

[1] F. Bonnans, G. Bonnet, J.-M. Mirebeau. Monotone discretization of anisotropic differential opera-
tors using Voronoi’s first reduction. Submitted, 2023.
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ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Numerical solution of nonlinear eigenvector problems

Daniel Peterseim∗

Institute of Mathematics & Centre for Advanced Analytics and Predictive Sciences,
University of Augsburg

daniel.peterseim@uni-a.de

Abstract

Stationary states of Bose-Einstein condensates can be modelled by an eigenvalue problem for a nonlinear
partial differential operator - the Gross-Pitaevskii equation or nonlinear Schrödinger equation. It is a
representative of the larger class of nonlinear eigenvector problems arising in computational physics and
chemistry, such as the Kohn-Sham model. The talk discusses their numerical solution by integrating
techniques of Riemannian optimisation, computational PDEs and multiscale modelling and simulation.
For the particular case of the Gross-Pitaevskii equation, numerical analysis and a series of numerical
experiments demonstrate the ability of the resulting simulation methods to capture relevant physical
effects of Bose-Einstein condensates, such as eigenstate localisation under disorder potentials and the
formation of vortex lattices in rapidly rotating potential traps.

Keywords: Nonlinear Schrödinger equation, Riemannian optimisation, computational multiscale methods
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[1] R. Altmann, D. Peterseim, T. Stykel (2022). Energy-adaptive Riemannian optimization on the
Stiefel manifold. Math. Model. Numer. Anal. 56, 1629 – 1653.

[2] R. Altmann, P. Henning, D. Peterseim (2022). Localization and delocalization of ground states of
Bose-Einstein condensates under disorder. SIAM J. Appl. Math. 82(1), 330 – 358.

[3] R. Altmann, P. Henning, D. Peterseim (2021). Numerical homogenization beyond scale separation.
Acta Numer. 30(1), 1 – 86.

[4] R. Altmann, D. Peterseim (2021). The J-method for the Gross-Pitaevskii eigenvalue problem. Numer.
Math. 148(3), 575 – 610.

[5] P. Henning, D. Peterseim (2020). Sobolev gradient flow for the Gross-Pitaevskii eigenvalue problem:
global convergence and computational efficiency. SIAM J. Numer. Anal. 58(3), 1744 – 1772.

[6] R. Altmann, P. Henning, D. Peterseim (2020). Quantitative Anderson localization of Schrödinger
eigenstates under disorder potentials. Math. Models Methods Appl. Sci. 30(5), 917 – 955.

[7] R. Altmann, D. Peterseim (2019). Localized computation of eigenstates of random Schrödinger
operators. SIAM J. Sci. Comput. 41, B1211 – B1227.

[8] P. Henning, A. Målqvist, D. Peterseim (2014). Two-level discretization techniques for ground state
computations of Bose-Einstein condensates. SIAM J. Numer. Anal. 52(4), 1525 – 1550.

∗D. Peterseim’s work is part of a project funded by the European Research Council (ERC) under the European
Union’s Horizon 2020 research and innovation programme (Computational Random Multiscale Problems, Grant agree-
ment No. 865751).
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From differential equations to deep learning for image analysis

Carola–Bibiane Schönlieb

University of Cambridge, UK
cbs31@cam.ac.uk

Abstract

Images are a rich source of beautiful mathematical formalism and analysis. Associated mathematical
problems arise in functional and non-smooth analysis, the theory and numerical analysis of partial
differential equations, harmonic, stochastic and statistical analysis, and optimisation. Starting with a
discussion on the intrinsic structure of images and their mathematical representation, in this talk we will
learn about some of these mathematical problems, about variational models for image analysis and their
connection to partial differential equations and deep learning. The talk is furnished with applications to
art restoration, forest conservation and cancer research.
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ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Challenges in numerical modeling of extreme plasma physics in
the laboratory and in astrophysics

Lúıs O. Silva∗

Department of Physics and GoLP/Instituto de Plasmas e Fusão Nuclear, Instituto
Superior Técnico, Universidade de Lisboa, Portugal

luis.silva@tecnico.ulisboa.pt

Abstract

Ultra-intense lasers [1] and particle beams [2] hold the promise to reach novel physics regimes where the
interplay between plasma dynamics and QED processes determines the system dynamics. Equivalent
processes are also presented in some of the most extreme astrophysical objects such as neutron stars
and black holes [3]. I will review some of these processes, and the associated key microphysics and
I will provide a few examples, in the laboratory and in astrophysics, resorting to a combination of
theory and numerical simulations where this interplay and these novel regimes are important, focusing
on the numerical techniques underpinning the study of these regimes and the associated developments
in state-of-the-art particle-in-cell numerical codes such as OSIRIS [4, 5].

Keywords: Plasma physics, particle-mesh, physics extensions, plasma physics, quantum electrodynamics
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TC KATSOULEAS, J. C. Adam (2002). OSIRIS: A three-dimensional, fully relativistic particle in
cell code for modeling plasma based accelerators. In Lecture Notes in Computer Science 2331, eds.:
P.M.A. Sloot et al. ICCS 2002, 342 – 351.

[5] R. A. Fonseca, S. f. Martins, L. O. Silva, J. W. Tonge, F. S. Tsung, W. B. Mori (2008). One-to-one
direct modeling of experiments and astrophysical scenarios: pushing the envelope on kinetic plasma
simulations. Plasma Physics and Controlled Fusion 50, 124034.

∗The work of LOS has been partially supported by the European Research Council AdG grants 695088 and 267841,
and the Portuguese Science Foundation grant 2022.02230.PTDC
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The Role of Applied Mathematics in the Design of Coronary
Stents

Alessandro Veneziani∗1,2

1Department of Mathematics, Emory University, Atlanta, GA, USA
2Department of Computer Science, Emory University, Atlanta, GA, USA

avenez2@emory.edu

Abstract

Since their introduction in the Eighties, coronary stents have undergone significant design improvements,
making them a critical tool for treating severe obstructions. From original Bare-Metal Stents (BMS) to
Drug Eluting Stents (DES) to the most recent experience of Bioresorbable Stents, the design of these
scaffolds was minimally supported by mathematical tools. The patient-specific quantitative analysis of
stented coronaries is a difficult task for the variety of complex morphologies left by the stent deployment.
Therefore, this type of analysis was limited to a minimal number of patients, not compatible with clinical
trials. On the other hand, the development and the failure of Brioresorbable Stents clearly pointed out
the importance of rigorous quantitative tools in the design of next-generation scaffolds. In this talk, we
will present recent results in investigating coronary stents based on Applied Mathematics (as opposed to
traditional animal models). We will consider in detail (i) the modeling of the elution in a multidomain
problem solved by iterative substructuring methods involving simultaneously the lumen, the wall, and
the struts of the stents; (2) the impact of the struts on the wall shear stress of a significant number
of patients; (3) the consequent role of shape optimization and model order reduction in the design
of scaffolds. This journey through a sophisticated combination of data and models will pinpoint the
critical role of applied mathematics and scientific computing not only for a basic understanding of the
biomechanics of stents but also for the clinical routine and the design of more performing prostheses.

See [1, 2, 3]

Keywords: Coronary Stents, Cardiovascular Mathematics, Model Order Reduction, Shape Optimization, Wall
Shear Stress
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Conservative Cut Finite Element Methods

Sara Zahedi∗

Department of Mathematics, KTH Royal Institute of Technology, Sweden
sara.zahedi@math.kth.se

Abstract

I will discuss our recent development of unfitted finite element methods that are able to conserve quan-
tities and obtain pointwise divergence-free approximations of solenoidal velocity fields. I will give an
introduction to Cut Finite Element Methods (CutFEM) for interface problems and propose two correc-
tions to the standard stabilization strategy in connection with CutFEM.

The first correction makes use of new stabilization terms in order to preserve the divergence-free
property of Hdiv-conforming elements in case of unfitted meshes. I will talk about a cut finite element
discretization of a Darcy interface problem based on the mixed finite element pairs RTk ×Qk [1]. Here,
Qk is the space of discontinuous polynomial functions of degree k and RTk is the Raviart-Thomas
space. The proposed discretization has the following three properties: 1) optimal rates of convergence of
the approximate velocity and pressure; 2) well-posed linear systems where the condition number of the
system matrix scales as it does for fitted finite element discretizations; 3) optimal rates of convergence of
the approximate divergence with pointwise divergence-free approximations of solenoidal velocity fields.
All three properties hold independently of how the interface is positioned relative to the computational
mesh.

The second correction makes use of a macro-element partition of the mesh so that cut finite element
methods based on the Discontinuous Galerkin (DG) framework can inherit properties from the DG
framework. We give criteria to categorize elements in an unfitted mesh as small or large. Macro-
elements can then be constructed so that each small element is connected to a large element via a chain
of face neighbours. The macro-elements behave as standard finite elements and inherit local conservation
properties from the DG framework [2].

Keywords: cut elements, conservation, interface problems, unfitted finite elements
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Abstract

In this talk, we present a mixed finite element method for solving second order elliptic multiscale problems
based on the generalized finite element method (GFEM). This work is motivated by porous media flow
applications with strongly heterogeneous rock permeabilities and aims to exploit the superior local mass
conservation properties of mixed finite elements. Optimal local approximation spaces for the velocity
component are built by solving local eigenvalue problems, which are posed on generalized harmonic
spaces. Solving small local problems, the local spaces are used to construct a mixed finite element
multiscale space, which is used to solve the global saddle point problem. The method is studied at
continuous and discrete levels. Raviart-Thomas spaces are underlying the discrete method. At both
continuous and discrete levels, the local approximation errors are proven to decay nearly exponentially
and the multiscale space is shown to be inf-sup stable. Numerical results are presented to support the
theory and validate the proposed method.

Keywords: mixed finite element method, generalized finite element method, multiscale method, local spectral
basis, Raviart-Thomas spaces
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Abstract

Simulating the flow in a multi-scale media with many obstacles, such as nuclear reactor cores, is very
challenging. Indeed, to capture the finest scales of the flow, one needs to use a very fine mesh, which often
leads to intractable simulations due to the lack of computational resources. To overcome this limitation,
various multi-scale methods have been developed in the literature to attempt to resolve scales below the
coarse mesh scale. In this contribution, we focus on the Multi-scale Finite Element Method (MsFEM).

The MsFEM uses a coarse mesh on which one defines basis functions which are no longer the classical
polynomial basis functions of finite elements, but which solve fluid mechanics equations on the elements
of the coarse mesh. These functions are themselves numerically approximated on a fine mesh taking into
account all the geometric details, which gives the multi-scale aspect of this method.

Based on the work of [1, 2], we develop an enriched non-conforming MsFEM to solve viscous in-
compressible flow in heterogeneous media. Our MsFEM is in the vein of the classical non-conforming
Crouzeix-Raviart finite element method with high-order weighting functions. We perform a rigorous
theoretical study of our MsFEM in two and three dimensions at both continuous and discrete levels. At
the numerical level, we implement the MsFEM to solve the Stokes and the Oseen problems, in two and
three dimensions, in a massively parallel framework in FreeFEM [3]. In order to solve the local problems
in three dimensions, a new family of non-conforming finite elements had to be developed.

The perspective of this work is to be able to solve the Navier-Stokes equations in a perforated domain
at high Reynolds number using MsFEM basis functions. Furthermore, to complete the study of our
MsFEM, we are investigating on an a posteriori error estimate for MsFEM.

Keywords: Multi-scale Finite Element Method, Incompressible Flow, Stokes equations, Oseen equations, Par-
allel computing.
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Abstract
Foil windings are constructed by winding a thin, insulated metal foil. In a standard finite element
procedure, the mesh would need to resolve each foil and each insulation layer separately. As a foil
winding consists of hundreds of turns, this leads to extremely large meshes and, thus, to prohibitively
long simulation times [1]. A high resolution in the foil winding domain can be avoided by homogenization
approaches. The foil windings and the insulating layers are replaced by a homogenized material [2].

The derivation is based on the magnetoquasistatic approximation of Maxwell’s equations, using the
~A-φ-formulation, with the vector potential ~A and the scalar potential φ. The negative gradient of the
scalar potential is approximated by Φ(u)~ζ, with the voltage function Φ that depends on u, the coordinate
perpendicular to the foils, and the winding function for solid conductors ~ζ from [3].

With the assumption of thin foils with respect to the skin depth, the current I through a foil can
be approximated by I ≈ b

∫
Γ

(
σ
(

Φ(α)~ζ − ∂t ~A
))

· ~ewds. Herein, b is the thickness of one foil, σ is the
conductivity, Γ is a path between the foil tips and ~ew is a unit vector pointing in the direction of the
foils. The vector potential and the voltage function are discretized following the Galerkin procedure with
the standard finite element edge functions and polynomials supported in the whole foil winding domain,
respectively.

The formulation and the modeling of the homogenization take resistive and inductive effects into
account. Capacitive effects are not considered in this model. However, when operating foil windings at
elevated frequencies, they cannot be neglected anymore. Therefore, the talk will discuss the capacitive
effects in foil windings as well.

The work is supported by the German Science Foundation (DFG project 436819664), the Graduate
School CE within the Centre for Computational Engineering at the Technische Universität Darmstadt,
and the Athene Young Investigator Fellowship of the Technische Universität Darmstadt.
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Abstract

In this talk, we present a novel multi-scale method for the solution of elliptic partial differential equations
with arbitrarily rough coefficients. The method constructs operator-adapted solution spaces with uniform
algebraic approximation rates. Localized basis functions having the same super-exponential localization
properties as the recently proposed Super-Localized Orthogonal Decomposition [2] allow for efficient
implementation. Stability of the basis is enforced by a partition of unity approach. We present a natural
extension to higher order, resulting in higher approximation rates and enhanced localization properties.
A rigorous a priori and a posteriori error analysis is performed, and we validate our theoretical findings
in a series of numerical experiments. In particular, we demonstrate the method’s applicability for
challenging high-contrast channeled coefficients. For details, see [1].
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Abstract

The Multiscale Finite Element Method (MsFEM) is a finite element (FE) approach that allows to solve
partial differential equations (PDEs) with highly oscillatory coefficients on a coarse mesh, i.e. a mesh
with elements of size much larger than the characteristic scale of the heterogeneities. To do so, MsFEMs
use pre-computed basis functions, adapted to the differential operator, thereby taking into account the
small scales of the problem [1].

When the PDE contains dominating advection terms, naive FE approximations lead to spurious oscilla-
tions, even in the absence of oscillatory coefficients. Stabilization techniques (such as SUPG) are to be
adopted [2].

In this work, we consider multiscale advection-diffusion problems in the convection-dominated regime.
We discuss different ways to define the MsFEM basis functions, and how to combine the approach with
stabilization-type methods. In particular, we show that methods using suitable bubble functions and
Crouzeix-Raviart type boundary conditions for the local problems turn out to be very effective.

Joint work with Rutger Biezemans, Claude Le Bris and Alexei Lozinski.
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Abstract

In this talk, we introduce a multigrid method that is homogeneous in the sense that it uses the same
hybridizable discontinuous Galerkin (HDG) discretization scheme for Poisson’s equation on all levels.
Uniform convergence of the geometric multigrid V-cycle is proven for HDG methods with a new set
of assumptions on the injection operators, and several possible injection operators are proposed to
meet these assumptions. The analysis applies to the hybridized local discontinuous Galerkin method,
hybridized Raviart-Thomas, and hybridized Brezzi-Douglas-Marini mixed element methods. Numerical
experiments are provided to confirm the theoretical results.

Keywords: Multigrid, injection operator, Poisson equation, hybridized finite elements.
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Abstract

We present and analyze a preconditioned conjugate gradient method (PCG) for solving spatial network
problems. Primarily, we consider diffusion and structural mechanics simulations for fiber based materials,
but the methodology can be applied to a wide range of models, fulfilling a set of abstract assumptions.
The proposed method builds on a classical subspace decomposition into a coarse subspace, see [2],
realized as the restriction of a finite element space to the nodes of the spatial network, and localized
subspaces with support on mesh stars. The main contribution is the convergence analysis of the proposed
method. The analysis translates results from finite element theory, including interpolation bounds, to
the spatial network setting. A convergence rate of the PCG algorithm, only depending on global bounds
of the operator and homogeneity, connectivity and locality constants of the network, is established.
The theoretical results are confirmed by several numerical experiments. For more information see the
preprint [1].
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Abstract

Numerical homogenization aims to effectively and accurately approximate the solution space of el-
liptic partial differential equations with arbitrarily rough coefficients by the choice of problem-adapted
approximation spaces. However, in many physical settings, complete explicit knowledge of the under-
lying coefficient is unlikely. This raises the question of how this uncertainty on the fine scale changes
the expected macroscopic response of the solution. In this talk, we derive a method to approximate the
expected solution at a coarse scale, by combining the uncertainty quantification approach of [1, 2] with
the Super-Localized Orthogonal Decomposition (SLOD) method of [3]. Due to the advantageous local-
ization properties of SLOD, the uncertainty quantification only requires computations on particularly
small subdomains.
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media, Multiscale method
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Abstract

Elliptic partial differential equations with variable coefficients can be discretized on sparse grids. With
prewavelets being L2-orthogonal, one can apply the Ritz-Galerkin discretization to obtain a linear equa-
tion system with O(N(logN)d−1) unknowns [1], whereas the computing effort for classical full grids is
O(Nd).

However, for several applications like PDEs with corner singularities or the high-dimensional Schrödinger
equation locally adaptive grids are needed to obtain optimal convergence. Therefore, we introduce a
new kind of locally adaptive sparse grid and a corresponding algorithm that allows solving the resulting
finite element discretization equation with optimal complexity.

Constructing such locally adaptive sparse grids comes with different requirements given by the op-
timality of the algorithm and basis transformations. One is the unidirectional approach, which can
be maintained by using a local tensor-product structure. Another is the correct evaluation of the dis-
cretization mentioned above. Hence sparseness becomes a local criterion, which must be fulfilled when
constructing such a grid.

Furthermore, these grids and the corresponding algorithm allow both MPI and OpenMP paralleliza-
tion by making use of the grid structure and by splitting the algorithm by 2d cases of restrictions and
prolongations.
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Abstract

We present a deep learning approach for simulating wave propagation in media characterized by multi-
scale wave speeds, utilizing a second-order linear wave equation model. Our approach employs neural
networks to augment the precision of a low fidelity solver that under-resolves a specific category of
multiscale wave media and associated wave fields. We generate training data by applying both the com-
putationally efficient coarse solver and a more accurate solver to a range of wave media, characterized
by their wave speed profiles, and initial wave fields.

We find that the trained neural networks can approximate the nonlinear dependence of wave propaga-
tion on wave speed, provided that causality is adequately represented in the training data. We integrate
the neural-network-enhanced coarse solver with the parareal algorithm, showcasing the improved stabil-
ity and accuracy.

Keywords: Wave Equation, Deep Learning, Parareal Methods

References

[1] Nguyen, H., & Tsai, R. (2020). A stable parareal-like method for the second order wave equation.
Journal of Computational Physics, 405, 109156.

[2] Nguyen, H., & Tsai, R. (2023). Numerical wave propagation aided by deep learning. Journal of
Computational Physics, 475, 111828.

64



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

The effect of approximate coarsest-level solves on the
convergence of multilevel V-cycle methods

Petr Vacek∗1, Erin C. Carson ∗1, and Kirk M. Soodhalter2

1Department of Numerical Mathematics, Faculty of Mathematics and Physics,
Charles University

2School of Mathematics, Trinity College Dublin
{vacek, carson}@karlin.mff.cuni.cz, ksoodha@maths.tcd.ie;

Abstract

Multigrid methods are frequently used when solving systems of linear equations, applied either as stan-
dalone solvers or as preconditioners for iterative methods. Within each cycle, the approximation is
computed using smoothing on fine levels and solving on the coarsest level.

With growth of the size of the problems that are being solved, the size of the problems on the coarsest
level is also growing and their solution can become a computational bottleneck. In practice the problems
on the coarsest level are often solved approximately, for example by Krylov subspace methods or direct
methods based on low-rank approximation; see, e.g., [1]. The accuracy of the coarsest-level solver is
typically determined experimentally in order to balance the cost of the solves and the total number of
multigrid cycles required for convergence.

In this talk, we present an approach to analyzing the effect of approximate coarsest-level solves in the
multigrid V-cycle method for symmetric positive definite problems. Based on these results, we discuss
how the choice of the tolerance in relative residual stopping criterion for an iterative coarsest-level solver
or the choice of the low-rank threshold parameter and finite precision arithmetic for the block low-rank
direct coarsest-level solver may affect the convergence of the V-cycle method. We present new coarsest-
level stopping criteria tailored to multigrid methods and a strategy for utilizing them in practice. The
results are illustrated through numerical experiments.
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Abstract

As a rule of thumb in approximation theory, the asymptotic speed of convergence of numerical methods
is governed by the regularity of the objects we like to approximate. Besides classical isotropic Sobolev
smoothness, the notion of dominating-mixed regularity of functions turned out to be an important
concept in numerical analysis which arises in high-dimemsional real-world applications, e.g., related to
the electronic Schrödinger equation. Although approximation rates of embeddings within the scales
of isotropic or dominating-mixed Lp-Sobolev spaces are well-understood, not that much is known for
embeddings across those scales (so-called break-of-scale embeddings).

In this talk we introduce particular instances of new hybrid smoothness spaces which simultane-
ously cover both scales as special cases. Moreover, we present (non-)adaptive wavelet-based multiscale
algorithms that achieve optimal dimension-independent rates of convergence. Important special cases
include the approximation of function having dominating mixed smoothness w.r.t. Lp in the norm of the
(isotropic) energy space H1.

The presented results are based on a recent paper [1] which represents the first part of a project in joint
work with Janina Hübner (RUB), Glenn Byrenheid (FSU Jena), and Markus Hansen (PU Marburg).

Keywords: hyperbolic wavelets, tensor-product structures, bestm-term approximation, (non-) linear multiscale
approximation, function spaces, dominating-mixed smoothness, energy norm, break-of-scale
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Abstract

The Schur decomposition of a square matrix A is an important intermediate step of state-of-the-art nu-
merical algorithms for addressing eigenvalue problems, matrix functions, and matrix equations. This talk
is concerned with the following task: Compute a (more) accurate Schur decomposition of A from a given
approximate Schur decomposition. This task arises, for example, in the context of parameter-dependent
eigenvalue problems and mixed precision computations. We have developed a Newton-like algorithm
that requires the solution of a triangular matrix equation and an approximate orthogonalization step in
every iteration. We prove local quadratic convergence for matrices with mutually distinct eigenvalues
and observe fast convergence in practice. In a mixed low-high precision environment, our algorithm es-
sentially reduces to only four high-precision matrix-matrix multiplications per iteration. When refining
double to quadruple precision, it often needs only 3–4 iterations, which reduces the time of computing
a quadruple precision Schur decomposition by up to a factor of 10–20.
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Abstract

While often used in embedded systems with limited resource, neural networks can be costly in terms
of memory and execution time. Reducing their cost has then become an objective. A possible solution
consists in reducing the precision of their neurons parameters. In this presentation, we show how to lower
the precision of the parameters while keeping an accurate output using an auto-tuning tool, PROMISE.
We show that, to some extent, we can lower the precision of several neural network parameters without
compromising the accuracy requirement.

Keywords: Precision, Neural networks, Auto-Tuning, Floating-Point, Stochastic arithmetic
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Abstract

Randomization has emerged as a popular technique for tackling regression problems [2] over the past
decade. At the same time, the introduction of native support for 16-bit precision formats on modern
GPUs, has led to increased interest in mixed-precision implementations of various numerical methods
[1]. The goal of this talk is to present experimental findings, regarding the performance improvement
that is attainable from applying mixed precision techniques to randomized preconditioners. In order to
achieve this, we implemented mixed precision randomized preconditioners for the LSQR and FGMRES
methods on the GPU. We will present numerical experiments utilizing the half-precision and tensorcore
units on the NVIDIA A100 GPU; to further test the effect of mixed precision arithmetic in solving
regression problems, we combine the preconditioners with mixed precision versions of the above solvers.
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Abstract

High-performance computing (HPC) achieved an astonishing three orders of magnitude performance
improvement per decade for three decades, thanks to hardware technology scaling resulting in exponential
improvement in the rate of floating point executions, though slowing in the most recent. Captured in
the Top500 list, this hardware evolution cascaded through the software stack, triggering changes at all
levels, including the redesign of numerical linear algebra libraries. HPC simulations on massively parallel
systems are often driven by matrix computations, whose rate of execution depends on their floating point
precision. Referred to by Jack Dongarra, the 2021 ACM A.M. Turing Award Laureate, as “responsibly
reckless” matrix algorithms, we highlight the implications of mixed-precision (MP) computations for
HPC applications. Introduced 75 years ago, long before the advent of HPC architectures, MP numerical
methods turn out to be paramount for increasing the throughput of traditional and artificial intelligence
(AI) workloads beyond riding the wave of the hardware alone. Reducing precision comes at the price
of trading away some accuracy for performance (reckless behavior) but in noncritical segments of the
workflow (responsible behavior) so that accuracy requirements of the application can still be satisfied.
They offer a valuable performance/accuracy knob and, just as they are in AI, they are now indispensable
in the pursuit of knowledge and discovery in simulations. In particular, we illustrate the MP impact
on three representative HPC applications related to seismic imaging, climate/environment geospatial
predictions, and computational astronomy.
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Abstract

With the recent emergence of mixed precision hardware, there has been a renewed interest in its use
for solving numerical linear algebra problems fast and accurately. The solution of total least squares
problems, i.e., solving minE,f ∥[E, f ]∥F subject to (A + E)x = b + f , arises in numerous application
areas. The solution to this problem requires finding the smallest singular value and corresponding right
singular vector of [A, b], which is challenging when A is large and sparse. An efficient algorithm for this
case due to Björck et al. [1] is based on Rayleigh quotient iteration coupled with the conjugate gradient
method preconditioned via Cholesky factors, called RQI-PCGTLS. In this talk, we introduce a mixed
precision variant of this algorithm, RQI-PCGTLS-MP, which aims to improve performance without af-
fecting the level of attainable accuracy. In addition to numerical experiments, we discuss how to choose
a suitable precision for the construction of a preconditioner, and develop a theoretical performance model.
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Abstract

For hard problems, Krylov subspace recycling has proven highly effective, both improving the rate of
convergence as well as providing good initial guesses. In GPU-based architectures, however, memory
is often limited, and only a modest number of recycling basis vectors can be stored locally. On the
other hand, computations involving local data are very fast. This leads to interesting trade-offs between
the number of recycling vectors to store, the precision in which to store and use them, additional
computations (very fast on the GPU), and algorithmic variations that improve accuracy/stability or
using iterative refinement. We discuss a number of mixed precision algorithmic extensions as well as
memory saving strategies to make recycling more effective on GPU-based architectures.
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Abstract

GMRES is a well-known iterative solver for the solution of linear systems Ax = b. Its combination with
approximate computing techniques such as low precision or randomization has recently brought much
attention. This is because these techniques can offer significant gains in speed and energy and enlarge the
scale of problems we are able to solve. GMRES can employ approximate computing in many different
ways: at the preconditioner level (e.g., [1]), at the restart level (e.g., [2]), at the orthogonalization
level (e.g., [3]), etc. Moreover, considering the wide variety of preconditioners that can be used (e.g.,
ILU, polynomial, Jacobi, iterative solver, etc.) and the different orthogonalization algorithms and their
variants (e.g., Householder, MGS, CGS2, etc.), the combinatory of possibilities is gigantic. Generally,
existing backward error analyses of GMRES are specialized to one of these combinations and cannot
be extended to others. For this reason, in this talk, we present a general framework for backward
error analysis of GMRES that aims at gathering all these combinations inside a common and coherent
analysis, in addition to give the proper tools to derive specialized bounds on the backward and forward
errors of a given GMRES algorithm. We finally show how to apply these tools on a new mixed precision
preconditioned restarted GMRES algorithm that uses six independent precision parameters and applies
the preconditioner in a lower precision than the matrix-vector product with A. We cover both right- and
left-preconditioned GMRES, and highlight the differences in convergence behavior between the two. We
motivate this new mixed precision scheme by numerical experiments on real-life SuiteSparse matrices.

Keywords: GMRES, Linear systems, Mixed precision, Preconditioner, Restart
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Abstract

In this talk we consider the fractional-order parabolic equation

Dα
t u+ Lu = f(x, t) for (x, t) ∈ Ω × (0, T ]

with an initial condition u(·, 0) = u0 in Ω and the boundary condition u = 0 on ∂Ω for t > 0, where
α ∈ (0, 1) and L is a spatial second-order elliptic operator. The fractional derivative is the Caputo
fractional derivative in time, defined for t > 0 by

Dα
t u := J1−α

t (∂tu), J1−α
t v(·, t) :=

1

Γ(1 − α)

∫ t

0

(t− s)−α v(·, s) ds,

where Γ(·) is the Gamma function, and ∂t denotes the partial derivative in t.
The fractional operator is by nature a non-local operator, which poses a major problem in the

implementation of numerical methods for solving the equation. Typically, round-off errors and numerical
instabilities cause the errors to grow so that the computed solutions can be far from the exact ones.
This is especially true for higher order methods, which are more affected by these error sources.

We apply rewriting and adaptive quadrature techniques in order to obtain stable implementations
for several different methods, starting with the classical L1-method and also for its generalisations in
the form of collocation methods. We use the adaptive mesh-generation algorithm presented by Natalia
Kopteva in a separate talk, which has the advantage of being able to deal with initial singularities
and local irregularities in the solution. We present numerical simulations confirming stability and good
convergence behaviour. Our results are reliable for α in the range of at least 0.1 and 0.999, and for
meshes with mesh sizes that support a global error of 10−8 measured in the L∞-norm.

Keywords: time-fractional, subdiffusion, adaptive time stepping algorithm, stable implementation, L1 method,
L1-2 method, higher order collocation
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Abstract

In this article, two kinds of numerical algorithms are derived for the ultra-slow (or superslow) diffu-
sion equation in one and two space dimensions, where the ultra-slow diffusion is characterized by the
Caputo-Hadamard fractional derivative of order α ∈ (0, 1). To describe the spatial interaction, the Riesz
fractional derivative and the fractional Laplacian are used in one and two space dimensions, respectively.
The Caputo-Hadamard derivative is discretized by two typical approximate formulae, i.e., L2-1σ and
L1-2 methods. The spatial fractional derivatives are discretized by the 2-nd order finite difference meth-
ods. When L2-1σ discretization is used, the derived numerical scheme is unconditionally stable with
error estimate O(τ2 + h2) for all α ∈ (0, 1), in which τ and h are temporal and spatial stepsizes, re-
spectively. When L1-2 discretization is used, the derived numerical scheme is stable with error estimate
O(τ3−α + h2) for α ∈ (0, 0.3738). The illustrative examples displayed are in line with the theoretical
analysis.

Keywords: Ultra-slow diffusion equation, Caputo-Hadamard derivative, Riesz derivative, Fractional Laplacian,
L2-1σ formula, L1-2 formula
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Abstract

We consider the application of the generalized Convolution Quadrature (gCQ) of the first order to appro-
ximate fractional integrals and associated fractional diffusion equations. The gCQ is a generalization
of Lubich’s Convolution Quadrature (CQ) which allows for variable steps [1]. In this paper we analyze
the application of the gCQ to fractional integrals, with a focus on the low regularity case. It is well
known that in this situation the original CQ presents an order reduction close to the singularity. The
available theory for the gCQ does not cover this situation. Here we use a different expression for the
numerical approximation and the associated error, which allows us to significantly relax the regularity
requirements for the application of the gCQ method. In particular we are able to eliminate the a priori
regularization step required in the original derivation of the gCQ. We show first order of convergence for
a general time mesh under much weaker regularity requirements than previous results in the literature
[1, 2]. We also prove that uniform first order convergence is achievable for a graded time mesh, which
is appropriately refined close to the singularity, according to the order of the fractional integral and the
regularity of the data. Then we study how to obtain full order of convergence for the application to
linear fractional diffusion equations. An important advantage of the gCQ method is that it allows for
a fast and memory reduced implementation. We outline how this algorithm can be implemented and
illustrate our theoretical results with several numerical experiments.

Keywords: fractional integral, fractional differential equations, generalized convolution quadrature, variable
steps, graded meshes
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Abstract

This work is focused on the numerical solution of distributed-order fractional differential equations, in
which the fractional derivatives are given in terms of Caputo definition. Due to the potential presence
of a singular behavior of the solution at the origin, a finite difference scheme on non-uniform meshes is
presented and analysed in terms of stability and accuracy. We further explore and develop a posteriori
error estimates, which will allow the construction of mesh adaptive algorithms. Altough such schemes
based on a posteriori adapted mesh already exist for Caputo fractional differential equations ([1], [2]),
to the best of our knowledge, these can not be found in the literature for distributed-order equations.
Some numerical experiments and results are provided to illustrate the obtained theoretical results.

Keywords: Caputo fractional derivative, distributed-order derivative, finite difference scheme, a posteriori error
estimate, adaptive mesh
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Abstract

Many natural and industrial phenomena exhibit nonlocal behaviour in temporal or spatial dimension.
The former is responsible for processes for which its whole history influences the present state. The
latter, on the other hand, indicates that faraway regions of the domain may have some impact on local
points. This is useful in describing media of high heterogeneity.

Partial differential equations that are nonlocal involve one or several integral operators that encode
this behaviour. For example, Riemann-Liouville or Caputo derivatives are used in temporal direction,
while fractional Laplacian or its relatives describe spatial nonlocality. When it comes to numerical
methods the discretization of these requires more care than their classical versions. Moreover, it is
usually much more expensive, both on CPU and the memory, to conduct simulations involving nonlocal
equations.

In this talk we will present several approaches to discretize nonlocal and nonlinear parabolic equations.
These include: transformation into a pure integral equation for the time-fractional porous medium
equation and Galerkin spectral methods for a general parabolic equation with temporal nonlocality.
The talk is based on [2, 3, 1, 4].
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Abstract

In this talk we present a new model, based on distributed order derivative, that generalises the frac-
tional viscoelastic model presented by Schiessel and Blumen [2]. The model consists of two distributed-
order elements (distributed springpots) connected in series, as in the Maxwell model and allows for a
more broad and accurate description of complex fluids when a proper weighting function that defines
the distributed order derivative is chosen.

We discuss the connection between classical, fractional and viscoelastic models of distributed or-
der and highlight the fundamental concepts that support these constitutive equations. We also derive
the relaxation modulus, the storage and loss modulus and the creep compliance for specific weighting
functions that distributes the weights through the different order derivatives.

Keywords: Maxwell model, Viscoelasticity, Distributed order fractional derivatives, Fractional calculus
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Abstract

We consider a fractional partial differential equation that describes the diffusive motion of a particle,
performing a random walk with Lévy distributed jump lengths, on one dimension, and subjected to an
absorbing boundary condition. The equation has a spatial fractional operator based on the Riemann-
Liouville fractional derivative. The main purpose of this talk is to show how the presence of the boundary
can significantly change the properties of the problem and consequently the properties of a numerical
method, namely its consistency and convergence.

Keywords: Fractional derivatives, Finite differences, Error bounds, Convergence analysis
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Abstract

The solution of the nonlinear initial-value problem Dα
t y(t) = −λy(t)γ for t > 0 with y(0) > 0, where Dα

t

is the Caputo derivative of order α ∈ (0, 1) and λ, γ are positive parameters, is known to exhibit O(t−α/γ)
decay as t → ∞. No corresponding result for any discretisation of this problem has previously been
proved. We shall show that for the class of complete monotonicity-preserving schemes (which includes
the L1 and Grünwald-Letnikov schemes) on uniform meshes {tn := nh}∞n=0, the discrete solution also

has O(t
−α/γ
n ) decay as tn → ∞. For the L1 scheme, the O(t

−α/γ
n ) decay result is shown to remain

valid on a very general class of nonuniform meshes. Our analysis uses a discrete comparison principle
with discrete subsolutions and supersolutions that are carefully constructed to give tight bounds on the
discrete solution. Numerical experiments are provided to confirm our theoretical analysis.

Full details are given in [1].

Keywords: Time-fractional evolutionary equations, Power nonlinear, CM-preserving schemes, Polynomial decay
rate
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Abstract

A Lévy walk process was proposed by Klafter, Blumen and Shlesinger in 1982 [1]. It was introduced as
the microscopic description of dynamics within the continuous-time random-walk framework by including
tight spatio-temporal coupling between heavy-tailed jumps and waiting times. The model has become
a useful tool in modelling various anomalous diffusion processes that are characterised by finite-second
moments. Namely, it has been applied in biological systems to describe the spatial collective behaviour
of bacteria, bumblebees, seabirds, marine predators and humans, in statistical physics to describe the
dynamics of cold atoms, blinking quantum dots, and random search strategies (see [2] for other examples).

Recently, the macroscopic characteristics of Lévy walks have been investigated. In particular, the
scaling limits of their behaviour, as observed through Skorokhod’s J1 convergence, were identified as
α-stable processes that are subjected to strongly dependent inverse α-stable subordinators. This finding
is a consequence of a strong interdependence between waiting times and jumps within the underlying
microscopic scenario of the Lévy walk [3]. The results also show that the scaling limits’ dynamics
is governed by the so-called fractional material derivative [3, 4], which generalises the concept of the
classical material derivative to fractional calculus.

In this work, we investigate the problem of numerical approximations of the fractional material
derivative. We propose a numerical scheme that is based on spatiotemporal coupling and the known
techniques proposed for fractional derivatives [5]. The stability of the scheme is established through
rigorous analysis. Moreover, the accuracy of the introduced finite-volume upwind method is verified for
the case of a one-sided probability problem related to Lévy walks and compared with the usual Monte
Carlo approach.

Keywords: fractional material derivative, finite-volume upwind method, Lévy walk
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Abstract

Interface problems have gained significant attention in recent years due to their wide-ranging ap-
plications in various industries. The fictitious domain method with distributed Lagrange multiplier
(FDDLM) is a popular approach for solving these problems, which involves the use of a fictitiously
extended mesh of one domain into another domain. This technique has been shown to be effective in
accurately modeling interface problems with complex geometries and large deformations. In this talk,
we propose novel finite element methods for elliptic interface problems with jump coefficients, utilizing
a fictitious domain formulation with piecewise constant distributed Lagrange multiplier. In particular,
we present the derivation of the formulation and the a priori error estimate of the proposed scheme.
Additionally, we introduce a residual-based a posteriori error estimator for these stable schemes, which
provides both a global upper bound and a local lower bound for the exact error. Numerical experiments
demonstrate the effectiveness of the schemes and confirm their theoretical convergence rate. Moreover,
those experiments validate the reliability and efficiency of the a posteriori error estimator, which is used
in implementing an adaptive refinement to enhance the accuracy and efficiency of the proposed finite
element method.

Keywords: Interface problem, Fictitious domain approach, Lagrange multiplier, Mixed finite elements, A priori
error estimate, A posteriori error estimate, Saddle point problem.
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Abstract

Classical finite element methods used to model problems with internal boundaries rely on body fitted
computational grids. However, those methods encounter computational challenges when the boundaries
are deformed or moved substantially. In this direction, embedded methods do not require the use of
boundary fitted grids in favor of immersing the boundary in a pre-existing fixed grid. In this talk we are
interested in the shifted boundary method, where a surrogate boundary is added to the physical one.
For simplicity, we focus on a Stefan Problem written in its mixed form. In the corresponding variational
formulation, the moving boundary evolves at a speed determined by the normal flux jump. To obtain
an accurate prediction of the temperature field on both sides of the discontinuity, as well as the position
of the discontinuity itself, we propose an enhanced variant of the shifted boundary method based on an
enriched stabilized mixed form (see [1], [2]). Note that, since the boundary is moving inside the domain,
some instabilities can appear. It is then necessary to perform a linear stability analysis (see [3]). We
also present some numerical computations, which confirm the expected overall second order accuracy of
the method and its ability to properly simulate de-icing problems.

Keywords: Shifted Boundary Method, Moving Interface, Stefan Model, Phase-Change Problem
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Abstract

We present a new fictitious domain finite element method, well suited for elliptic problems posed in
a domain given by a level-set function without requiring a mesh fitting the boundary. To impose the
Dirichlet boundary conditions, we search the approximation to the solution as a product of a finite
element function with the given level-set function, also approximated by finite elements (see [1]). The
imposition of Neumann boundary conditions is less straightforward and requires the introduction of
auxiliary variables near the boundary (see [2]). Unlike other recent fictitious domain-type methods
(XFEM, CutFEM), our approach does not need any non-standard numerical integration, neither on the
cut mesh elements nor on the actual boundary. We shall present the proofs of optimal convergence of our
methods on the example of Poisson equation using Lagrange finite elements of any order. We will also
give numerical tests illustrating the optimal convergence of our methods and discuss the conditionning
of resulting linear systems and the robustness with respect to the geometry. In [3], we highlight the
flexibility and efficiency of our method on elastic and dynamic problems. And more recently, in [4], we
propose a ϕ-FEM formulation to solve particulate flows and Stokes equations.
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Abstract

In the literature, there is a recognized importance of the reconstruction of conservative local fluxes
from primal discrete solutions. Such fluxes can be applied in a posteriori error analysis, where the
difference between the numerical flux and a recovered equilibrated flux provides a reliable error indicator,
which can be further used in adaptive mesh refinement procedures.

We consider a second order elliptic interface problem in 2D with discontinuous coefficients and with
a jump in the normal flux on the interface. For the numerical approximation, we employ the Cut Finite
Element Method of [2] where the mesh does not fit the interface. We are interested in recovering local
conservative fluxes in the Raviart-Thomas space, by extending the approach introduced in [1] for the
Poisson equation on fitted meshes. The construction is based on a mixed problem, with the primal
solution coinciding with the original finite element solution and with the multiplier, which is defined on
the sides of the mesh, being naturally used to define the degrees of freedom of the fluxes. It is important
to note that the multiplier can be computed locally, by solving an explicit low-dimensional linear system
for each vertex. Thus, the reconstruction method stands apart from the existing ones based on the
partition of unity, which require solving local problems that are either constrained or in mixed form. In
addition, this approach provides a uniform framework for several standard finite element methods and
differential operators. It has recently been extended to a boundary problem with a unfitted mesh in [3].

In this talk, we treat the interface diffusion problem discretized by conforming finite elements. We
show how to reconstruct a H(div)-flux on each sub-domain Ωi, based on a hybrid mixed formulation with
Lagrange multipliers associated to each sub-domain. On the cut elements, we use the whole edges to
define the multipliers, leading to fluxes defined on the whole elements. In each Ωi, the local conservation
on a cut element is achieved with respect to an extension of the data fi to the whole element. We
thus obtain a robust reconstruction with respect to both the geometry of the interface and the diffusion
coefficients. We next employ these fluxes to define a posteriori error indicators and to carry on the a
posteriori error analysis, further used in adaptive mesh refinement.

Keywords: CutFEM, interface diffusion problem, flux recovery, a posteriori error analysis
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Abstract

This talk will provide an overview of ongoing work to develop accurate and efficient numerical methods
for fluid-structure interaction based on the immersed interface method [1–3]. These numerical methods
avoid using body-conforming discretizations of the moving fluid-structure interface. Instead, they use a
structured discretization of the fluid equations along with a Lagrangian discretization of the structural
dynamics. Kinematic matching conditions are imposed as a constraint on the motion, which is enforced
through a Lagrange multiplier force imposed along the fluid-structure interface. Our numerical approach,
which builds on an immersed interface method for discrete surfaces [1], integrates stress jump conditions
that are generated by this surface force within the Cartesian discretization and allows us to capture
accurate fluid traction forces up to the fluid-structure interface. The basic method can be extended
to treat both rigid-body [2] and flexible-body [3] fluid-structure interaction using a simple Dirichlet-
Neumann coupling scheme, and numerical tests suggest that the method does not suffer from artificial
added mass instabilities. The talk will detail the numerical methodology along with extensions that
are needed to treat the irregular interface discretizations that can occur in models involving complex
geometries. It will also introduce and benchmark approaches to extending the method to geometries
with sharp corners. The methodology will also be illustrated through selected biomedical applications.
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Abstract

Unfitted finite element methods are interesting for applications in different areas of computational sci-
ences because of their ability to cope with complicated geometries by means of an unaligned background
mesh. The task of deriving numerical quadrature rules within these methods is particularly straightfor-
ward for geometry approximations which are elementwise linear or of second order in relevant norms.
However, higher order finite element simulations can provide a desirable error scaling behaviour. Hence,
we want to present a way to obtain unfitted higher order finite element simulations, in particular for a
convection-diffusion problem on a moving domain. [1] We focus on a Discontinuous Galerkin in time
space-time method, which comes in a very general formulation in regards to the discretisation order.
Concerning the spatial discretisation, we generalise an isoparametric mapping known from merely spatial
problems. [2] We briefly mention results from numerical analysis yielding inf-sup stability and optimal
order convergence in reasonable norms, under certain assumptions. [3, 4] Moreover, we present numerical
results confirming these higher order convergence properties in two and three spatial dimensions.
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Abstract

ϕ-FEM is a recently proposed finite element method for the efficient numerical solution of partial dif-
ferential equations posed in domains of complex shapes, using simple structured meshes, not necessarily
fitted to the domain, and achieving the optimal accuracy [1, 2, 3]. The only geometrical input for this
method is a level-set function of the domain. In this talk, we shall present a combination of ϕ-FEM
with Fourier Neural Operators (FNO)[4]. FNO uses Fast Fourier Transform, so that the solution should
be represented on a Cartesian grid. In this context, ϕ-FEM turns out to be a promising alternative for
training a neural network to provide predictions under the varying applied forces and under the varying
geometries, conveniently represented by level sets. The efficiency of this combination will be illustrated
with some numerical results on the Poisson equation with Dirichlet boundary conditions and on varying
shapes.
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Abstract

The Shifted Boundary Method (SBM), first introduced in [1] and fully analyzed in [2, 3], falls in the
broader category of unfitted (or embedded) finite element methods. The SBM approach is aimed at
avoiding integration over cut cells and all the implementation issues related with it, while providing
the optimal approximation rates using finite elements of any order. The idea is to shift the location
where boundary conditions are applied from the true boundary to an approximate (surrogate) one, and,
at the same time, to modify the boundary conditions by means of Taylor expansions in order to avoid
a reduction in the convergence rates of the overall formulation. The shifted boundary conditions are
applied weakly, using a Nitsche strategy. This process yields a method which is simple, robust, accurate
and efficient.

In the present talk, we propose a penalty-free version of SBM, inspired by [4], and based on an anti-
symmetric variant of the Nitsche method. It avoids the tedious selection of a penalty parameter, needed
in the previous variants of SBM. The theoretical analysis demonstrates that the penalty-free SBM is
stable and convergent at any order of finite elements. The cornerstone of the proof is an inf-sup lemma
for the bilinear form which replaces the coercivity of the more traditional variants. These theoretical
results are confirmed by a series of numerical experiments for Poisson and Stokes equations.

We shall also compare SBM with an alternative ϕ-FEM approach [5] and discuss the relative merits
of the two techniques.
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Abstract

In 2009, the authors in [1] presented a novel idea to numerically solve one dimensional boundary value
problems by considering a computational domain Ωh not necessarily fitting the true domain Ω. It was
based on the fundamental theorem of calculus that provides an explicit representation of trace of the
solution on ∂Ωh in terms of two quantities: the prescribed boundary data on ∂Ω and the integral of the
approximation of the derivative. This methodology was then extended to two and three dimensional
problems [2, 3], where the Dirichlet boundary data is transferred from ∂Ω to ∂Ωh along segments called
transfer paths. Since then, the Transfer Path Method has been employed in a variety of problems,
originating high order unfitted numerical methods to solve partial differential equations, mostly in the
context of hybridizable discontinuous Galerkin methods (see [5] and the references therein) but also for
mixed methods [4]. In addition, it has been recently considered in the context of dissimilar meshes [6],
because it provides a way to tie two independently meshed regions.

This talk is devoted to provide an overview of the Transfer Path Method, from its origin in 2009 to
current developments, by showing its features, capabilities and limitations.
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Abstract

In this paper we consider the finite element approximation of Maxwell’s problem and analyse the pre-
scription of essential boundary conditions in a weak sense. To avoid indefiniteness of the problem, the
original equations are augmented with the gradient of a scalar field that allows one to impose the zero
divergence of the magnetic induction, even if the exact solution for this scalar field is zero. Two finite
element approximations are considered, namely, one in which the approximation spaces are assumed to
satisfy the appropriate inf-sup condition that render the standard Galerkin method stable, and another
augmented and stabilised one that permits the use of finite element interpolations of arbitrary order. In
both cases, two methods to prescribe Dirichlet type boundary conditions are analysed. The first one is
the classical Nitsche’s method, whereas the second one is what we call the linked Lagrange multiplier
method; in the latter, boundary conditions are imposed through a Lagrange multiplier, but instead of
considering it an independent variable it is related to the main unknowns through a least-squares term
that allows one to condense the Lagrange multiplier. Stability and convergence results are provided
for the two finite element formulations considered and for the two ways to prescribe essential boundary
conditions, whose interest is also discussed. Numerical tests confirm the optimal performance of the
methods proposed.

Keywords: Essential boundary conditions, Maxwell’s problem, inf-sup stable elements, stabilised formulations,
Nitsche’s method, linked Lagrange multipliers
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Abstract

In this presentation an approximate family of implicit multiderivative Runge-Kutta (MDRK) time
integrators for stiff differential equations is introduced. The approximation procedure is based on the
recent Approximate Implicit Taylor method [1], in which centered differences are applied for the recursive
calculation of higher order derivatives. Given that any Taylor method can be written in MDRK format,
the presented family constitutes a generalization.

Two different alternatives are investigated for the computation of the higher order derivatives: either
directly as part of the stage equation, or either as separate formulas for each derivative added on top of
the stage equation itself. From linearizing through Newton’s method, it turns out that the conditioning
of the Newton matrix behaves significantly different for both cases. Adding separate formulas has a
more favorable behavior, the matrix conditioning being linearly dependent on the stiffness, regardless of
the amount of derivatives.

Through various numerical testcases, stiff ODEs and 2D hyperbolic conservations laws, we will
demonstrate that by means of the Jacobian-free procedure, multistage multiderivative methods are
more tangible as a tool for solving differential equations up to high convergence orders.
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Abstract

We present novel compact implicit schemes for numerical solution of conservation laws. In the spirit
of multi-derivative methods, we use approximations by finite Taylor series where the time derivatives
are replaced using the (partial) Cauchy-Kovalevskaya procedure allowing for mixed temporal and spatial
derivatives. Suggesting different approximations for each term with mixed derivatives in the Taylor series
expressed in an implicit (backward) manner, one can obtain algebraic systems with compact stencils
opposite to fully implicit schemes obtained by standard Cauchy-Kovalevskaya procedure. Consequently,
using fast sweeping iterative solvers and, eventually, fractional time step methods, one can solve the
resulting algebraic systems in much more efficient way.
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Abstract

In this talk we present a class of high order unconditionally strong stability preserving (SSP) implicit
multi-derivative Runge–Kutta schemes, and SSP implicit-explicit (IMEX) multi-derivative Runge–Kutta
schemes where the time-step restriction is independent of the stiff term. The unconditional SSP property
for a method of order p > 2 is unique among SSP methods, and depends on a backward-in-time assump-
tion on the derivative of the operator. We show that this backward derivative condition is satisfied in
many relevant cases where SSP IMEX schemes are desired. We devise unconditionally SSP implicit
Runge–Kutta schemes of order up to p=4, and IMEX Runge–Kutta schemes of order up to p=3. For
the multi-derivative IMEX schemes, we also derive and present the order conditions, which have not
appeared previously. The unconditional SSP condition ensures that these methods are positivity pre-
serving, and we present sufficient conditions under which such methods are also asymptotic preserving
when applied to a range of problems, including a hyperbolic relaxation system, the Broadwell model,
and the Bhatnagar-Gross-Krook (BGK) kinetic equation. We present numerical results to support the
theoretical results, on a variety of problems.
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Abstract

Ordinary and partial differential equations were always at the center of attention in computational
mathematics. Regarding high-order methods in time, one most often considers the Runge Kutta (RK)
methods. More specifically, achieving higher accuracy for RK methods happens by calculating interme-
diate stages between two time steps. For example, in explicit RK schemes, seven stages are required for
a 6th-order accurate method. So going to high-order methods using RK schemes, there is a tremendous
need for increased storage, time and high computational cost. A more generalized group of methods
for temporal discretization that can help with this is the multi-derivative, multistage methods combined
with a predictor-corrector approach. In this case, higher-order derivatives can be calculated to achieve
higher-order accurate schemes and simultaneously decrease the number of stages. The predictor-corrector
methods can increase the order to match the order of the underlying quadrature rule and reduce the
computational cost by providing a suitable initial value.
In the case of nonlinear and stiff differential equations, usually, there is a need for implicit-explicit (IMEX)
schemes. Differential equations that can be put in IMEX form often result from the discretization of
singularly perturbed differential equations. However, there is a pitfall when one uses implicit-explicit in
combination with multi-derivative methods. It has been noticed that because of the need to calculate
higher-order temporal derivatives, the explicit part is also involved in implicit calculations [1]. More
specifically, consider the ordinary differential equation w′(t) = Q(w(t)) and assume that the operator
can be written in an IMEX form Q(w) = QE(w) + QI(w). Considering the calculation of the implicit

part Q̇I(w) = ∂QI(w)
∂w w′(t) = ∂QI(w)

∂w (QE(w) +QI(w)) so, from here, it is clear that the explicit part

is involved in calculating the implicit part Q̇I(w). This means that the inversion of the explicit part
QE(w) is necessary.
This presentation will discuss a more efficient way to use the IMEX scheme using the multi-derivative
method. This method is derived by integrating a Hermite-Birkhoff polynomial through the stages. More
specifically, we will present a new IMEX scheme using two derivative methods, and numerical results for
ordinary and partial differential equations will be presented.
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[1] E. Theodosiou, J. Schütz, D. C. Seal (2023). An explicitness-preserving
IMEX-split multiderivative method. UHasselt Preprint UP2301 (2023). URL:
https://www.uhasselt.be/media/zvvbnhh0/up2301.pdf.

∗E. Theodosiou was funded by the Fonds voor Wetenschappelijk Onderzoek (FWO, Belgium) - project no. G052419N.

100



MS06 - Theoretical and computational aspects of the
discontinuous Galerkin method

101



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Parameter free adaptivity indicator for a p-adaptive
discontinuous Galerkin method for the shallow water equations

Vadym Aizinger1 and Sara Faghih-Naini1

1Chair of Scientific Computing, University of Bayreuth
{vadym.aizinger, sara.faghih-naini}@uni-bayreuth.de

Abstract

In this talk, we present a new adaptivity indicator [2] for a quadrature-free discontinuous Galerkin
discretization of the shallow water equations [1]. The proposed indicator automatically detects the high-
and low-regularity solution regions, incorporates a slope limiting procedure, and does not need and
problem-dependent parameters. By relying on a reconstruction scheme, the indicator also works for the
lowest order (piecewise constant) discretization spaces. Based on this indicator, we introduce a special
type of p-adaptive method which separates the non-adaptive (lower order) from the adaptive (higher
order) parts of the solution algorithm allowing to execute them on separate hardware [3].

Keywords: discontinuous Galerkin method, shallow water equations, p-adaptivity

References

[1] S. Faghih-Naini, S. Kuckuk, V. Aizinger, D. Zint, R. Grosso, H. Köstler (2020). Quadrature-free
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Abstract

In this talk, we present a framework for discretizing partial differential equations on hypergraphs, i.e.,
networks of lines, surfaces, volumes, etc., based upon the work in [1]. In particular, we remark that
mixed and hybrid formulations are the natural setting for posing PDEs on hypergraphs. The numerical
discretizations that will be presented are thus based upon hybrid discontinuous Galerkin methods.

Keywords: hybrid finite element methods, hybrid discontinous Galerkin methods, hypergraphs
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Abstract

Many stabilized discretizations of steady-state convection-diffusion equations lead to numerical solutions
with notable spurious oscillations in a vicinity of layers. Using discontinuous Galerkin methods offers the
possibility to reduce such oscillations effectively with post-processing techniques, so-called slope limiters.
In the first part of the talk, several of these techniques from the literature and improvements proposed in
[1, 2] will be discussed and numerical assessments will be presented. The second part of the talk studies
the question whether a feed forward neural network (multilayer perceptrons), which is trained on the
basis of these techniques, is likewise able to limit spurious oscillations, see [3].

Keywords: Convection-diffusion equations, Discontinuous Galerkin methods, Spurious oscillations, Slope Lim-
iters, Deep neural networks
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Abstract

We extend a new kind of weighted essentially nonoscillatory (WENO) schemes to high-order discontin-
uous Galerkin (DG) discretizations of scalar hyperbolic conservation laws. The proposed methodology
was introduced in [1] in the context of continuous Galerkin methods. In contrast to WENO-based lim-
iters for DG approximations [2, 3, 4], our approach uses a reconstruction-based smoothness sensor to
blend the numerical viscosity operators of high- and low-order stabilization terms. The so-defined hybrid
approximation introduces low-order nonlinear diffusion in the vicinity of shocks, while preserving the
high-order accuracy of the baseline DG discretization in regions where the exact solution is smooth. The
underlying reconstruction procedure performs Hermite interpolation on stencils consisting of a mesh cell
and its neighbors. The amount of numerical dissipation depends on the relative differences between
partial derivatives of reconstructed candidate polynomials and those of the consistent finite element
approximation. All derivatives are taken into account by the employed smoothness sensor. To assess
the accuracy of our DG-WENO scheme, we derive error estimates and perform numerical experiments.
In particular, we prove that the consistency error of the nonlinear stabilization is of the order p + 1/2,
where p is the polynomial degree. This estimate is optimal for general meshes. For uniform meshes and
smooth exact solutions, the experimentally observed rate of convergence is as high as p+ 1.
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Abstract

In this talk, we will introduce a filtering monotonization technique for Discontinuous Galerkin (DG)
approximations of hyperbolic problems. In particular, we will present an approach to reduce the spurious
oscillations that naturally arise in presence of discontinuities when high order spatial discretizations are
employed. This goal is achieved using a filter function that keeps the high order scheme when the solution
is regular and switches to a monotone low order approximation if it is not, following an approach already
proposed for the Hamilton-Jacobi equations by other authors. The method has been implemented in
the framework of the deal.II numerical library, whose mesh adaptation capabilities are also employed
to reduce the region in which the low order approximation is used. The potentialities of the proposed
filtering technique are shown in a number of numerical experiments. Ongoing work on the application
of such techniques to global atmosphere dynamics benchmarks will be also discussed.
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Abstract

Storm surge due to hurricanes and tropical storms can result in significant loss of life, property damage,
and long-term damage to coastal ecosystems and landscapes. Computer modeling of storm surge can
be used for two primary purposes: forecasting of surge as storms approach land for emergency planning
and evacuation of coastal populations, and hindcasting of storms for determining risk, development of
mitigation strategies, coastal restoration and sustainability.

Storm surge is modeled using the depth-averaged shallow water equations coupled with wind forcing.
Tides, riverine forcing, atmospheric pressure, bottom friction, the Coriolis effect and wind stress are all
important for characterizing the inundation due to surge. The problem is inherently multi-scale, both in
space and time. To model these problems accurately requires significant investments in acquiring high-
fidelity input, accurate discretization of the computational domain using unstructured finite element
meshes, and numerical methods capable of capturing highly advective flows, wetting and drying, and
multi-scale features of the solution.

The discontinuous Galerkin method appears to allow for many of the features necessary to accurately
capture storm surge physics. We describe the application of the method to hurricane storm surge and
focus on applications of the model to recent events around the Gulf of Mexico.

Keywords: Hurricane storm surge, Discontinuous Galerkin
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Abstract

Splitting schemes for the solution of the time-dependent incompressible Navier-Stokes equations are
popular because they are computationally efficient. By decoupling the nonlinearity in the convection
term from the pressure term in the momentum equation, the schemes result in smaller and better-
conditioned systems to be solved. There are several variants of the splitting method; a good review is
the paper by Guermond, Minev and Shen in 2006. In this talk, we formulate and analyze an interior
penalty discontinuous Galerkin method coupled with a pressure correction splitting algorithm. The
particular splitting approach we consider was first introduced by Timmermans, Minev and Van De
Vosse in 1996. We derive a priori error estimates to show convergence of the scheme. Rates are verified
by numerical experiments.
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Abstract

In this talk, we consider the development of tailored quasi-Monte Carlo (QMC) cubatures for non-
conforming discontinuous Galerkin (DG) approximations of elliptic partial differential equations (PDEs)
with random coefficients. We consider both the affine and uniform and the lognormal models for the
input random field, and investigate the use of QMC cubatures to approximate the expected value of the
PDE response subject to input uncertainty. In particular, we prove that the resulting QMC convergence
rate for DG approximations behaves in the same way as if continuous finite elements were chosen.
Notably, the parametric regularity bounds for DG, which are developed in this work, are also useful for
other methods such as sparse grids. Numerical results underline our analytical findings.

Keywords: discontinuous Galerkin, quasi-Monte Carlo, uncertainty quantification
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Abstract

We study an error analysis of a semidiscrete scheme for a doubly nonlinear parabolic partial differential
equation, which can admit the fast-diffusion type of degeneracy. Consequently, the solution to this
problem is not regular. Moreover, its existence, uniqueness, and regularity have been studied in [1, 4].
A typical example of this class of problems is Richards’ equation, widely used in the modeling of flows
in porous media.

Many numerical methods have been suggested to solve such problems. In [5], the higher-order space-
time discontinuous Galerkin finite element method has been applied and shown great performance in the
sense of efficiency, accuracy, and robustness. However, the corresponding rigorous mathematical theory
has not been provided yet.

This talk presents the a priori error analysis for the time-continuous scheme. Due to the presence
of nonlinearities for the spatial discretization, we choose the Local Discontinuous Galerkin method [2].
Thus, instead of the original problem, we consider the expanded mixed formulation [3] and define the
method. Moreover, since the considered problem has an additional nonlinearity, special techniques are
applied to derive the a priori error bounds. In particular, we give error estimates in L2-norm and the
jump form with respect to the spatial discretization parameter and the Hölder coefficient of the nonlinear
term derivative. Numerical examples accompany the proposed theory.

Keywords: Error estimates, Local Discontinuous Galerkin method, Degenerate parabolic equation, Fast-diffusion,
Richards’ equation
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Abstract

The discontinuous Galerkin (dG) method applied to convection-dominated problems has the big advan-
tage that it delivers with its upwind version for convective terms a parameter-free stabilization of higher
order. On the other hand, it has compared to continuous finite element methods the disadvantage that
it needs much more unknowns as well as much more couplings between the unknowns and that a static
condensation for higher order elements is not possible.

In this talk, we propose a modification of the underlying finite element space that keeps the advantage
and removes the disadvantages of the usual dG-method. The idea is to use composite finite elements
(macro-elements), i.e., for instance, quadrilateral or hexahedral elements each of which is composed of a
fixed number of triangular or tetrahedral sub-elements. Then, discontinuities in the discrete functions of
our dG-method are allowed only locally in the interior of macro-elements, i.e., the discrete functions are
required to be continuous at the boundaries of the macro-elements. Thus, the number of couplings as
well as the number of unknowns in the corresponding dG-method is reduced essentially compared to the
classical dG-method applied on the fine triangular or tetrahedral mesh. Moreover, a static condensation
is now possible within the new approach.

We show that the additional continuity requirements along the macro-element boundaries do not
destroy the good stabilization properties of the corresponding dG-method. In particular, for a scalar
convection-diffusion model problem, we prove a quasi-optimal error estimate in a suitable dG-norm
including the streamline derivative of the error.

We present some numerical examples for the convection dominated case which confirm the theoretical
results of our new approach.

Keywords: dG-method, composite finite elements, convection-diffusion equation, error estimates
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Abstract

In this talk, we consider the discretization of the time-dependent compressible Navier-Stokes equations.
We show how a recently developed two-derivative spectrally deferred correction scheme [1] can be used
for implicit time integration in the context of a discontinuous Galerkin spectral element (DGSEM) dis-
cretization of the equations. After a short introduction of the methodology, we focus both on an efficient
implementation - including the use of an adaptive Newton solver - and the extension of the methodology
to cope with parallelism in time. Numerical results are shown, highlighting both strenghts and weak-
nesses of the discretization. The presentation follows the lines of [2] and further recent developments.
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Abstract
Precipitation still causes one of the most significant uncertainties in weather forecasting and climate mod-
els, and the equations governing cloudy air are still actively debated. Therefore, the numerical simulation
of cloudy air models is a critical tool to help investigate the importance of individual thermodynamic
components.

The equations of a detailed model governing air with warm rain can be formulated as a non-linear
hyperbolic conservation law with source terms governing the phase changes of water, i.e., condensation,
auto-conversion of cloud water into rainwater, rain accretion and evaporation [1]. Unfortunately, the
source term modelling condensation is not given explicitly. To avoid this problematic source term, we
combine the densities of water vapour and cloud water into a single density to obtain a set of equations
with modellable source terms. In particular, we consider the micro-physics parametrisation from the
COSMO model [2].

We use a discontinuous Galerkin (DG) discretisation to solve the resulting hyperbolic conservation law
system. In the context of DG, explicit time-stepping allows efficient use of high-performance computing
hardware through matrix-free routines. The ability to utilise HPC hardware is vital to solving the
huge systems resulting from the large domains of interest. To evaluate the flux in every time step, we
must recover the water vapour density, cloud water density and temperature from our set of primary
variables in the hyperbolic conservation law. However, due to our formulation, these variables are now
the solution to a non-linear algebraic problem. We use a novel approach to recover these variables by
solving the non-linear algebraic problem in every quadrature point and reconstructing the polynomial
solution through an L2-projection. Consequently, we have a highly parallelisable scheme and include the
process of water condensation implicitly in our scheme. Furthermore, we do not require sub-iterations
to enforce the saturation threshold in each time step. We illustrate the potential of this approach using
numerical examples based on several established problems. This includes optimal high-order convergence
rates for the case of smooth solutions.

Keywords: Atmospheric flow, Discontinuous Galerkin, Implicit condensation, Compressible Euler, Matrix free.
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Abstract

Space-time methods for evolution PDEs regard time as an additional dimension, compared to semidis-
cretisation techniques, such as the method of lines where the equation is discretised in the space com-
ponent and only then the resulting ODE system is solved. For the second-order wave equation, a stable
general space-time variational formulation that allows the use of general discretisations is not available.

To derive such a formulation, we use integration by parts testing against a Morawetz multiplier
(i.e. specially crafted test functions) and obtain a bilinear form that is continuous and coercive (sign-
definite) as required by the Lax-Milgram theorem. This strategy follows the approach previously adopted
for Helmholtz problems in [1]. The formulation is set in a function space endowed with a norm that
is stronger than the usual one on H1(Ω × (0, T )), and because of this any conforming discretisation is
required to be C1((0, T ) × Ω). This approach is valid for problems where impedance boundary condition
∂tu+θ∂nu are imposed on ∂Ω×(0, T ) when Ω is star-shaped with respect to a ball and also in scattering
problems with a star-shaped scatterer with Dirichlet boundary conditions. The Lax-Milgram theorem
implies the well-posednes of the variational formulation on any discrete space Vh ⊂ C1((0, T ) × Ω), and
by Céa’s lemma explicit error bounds can be computed. Numerical experiments confirm the theoretical
results.

Keywords: Wave equation, Space-time methods, Sign-definite formulation, Lax-Milgram theorem, High-order
discretisations
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Abstract

While the common space-time variational formulation of a parabolic PDE results in a bilinear form
that is non-coercive, [1] recently proved well-posedness of a space-time first-order system least-squares
(FOSLS) formulation of the heat equation. Least-squares formulations always correspond to a symmetric
and coercive bilinear form. In particular, the Galerkin approximation from any conforming trial space
exists and is a quasi-optimal approximation. Additionally, the least-squares functional automatically
provides a reliable and efficient error estimator.

In this talk, we present our generalization [2] of the least-squares method of [1] to general second-
order parabolic PDEs with possibly inhomogenoeus Dirichlet or Neumann boundary conditions. For
homogeneous Dirichlet conditions, we have further proved convergence of a standard adaptive finite
element method driven by the least-squares estimator. As the convergence rates can still be slow for
highly singular solutions, we have constructed a trial space with enhanced approximation properties
in [3]. Finally, we present our generalization [4] of [1] to the instationary Stokes equations with slip
boundary conditions.
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Abstract

This talk is concerned with the solution of time-dependent shape optimization problems. Specifically,
we consider the heat equation in a domain which might change over time. We compute Hadamard’s
shape gradient in case of both, domain integrals and boundary integrals. As particular examples, we
consider the one-phase Stefan problem and the detection of a time-dependent inclusion. We discuss the
numerical solution of these problems and present respective results.
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[1] R. Brügger, H. Harbrecht (2022). On the reformulation of the classical Stefan problem as a shape
optimization problem. SIAM J. Control Optim., 60, 310–329.
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Abstract

Recently in [1], we presented a space-time finite element method for the heat equation, cf. [2] for general
parabolic equations. Our method is robust on locally refined space-time meshes and easy to implement.
In this talk, we share our latest findings in our attempt to carry over our ideas to the wave equation

u′′ − ∆u = f in Ω × (0, T ),

u(0) = u0 in Ω,

u′(0) = u1 in Ω.

We discuss a variety of approaches to obtain space-time discretizations and present the inherent diffi-
culties when trying obtain robustness on locally refined space-time meshes.

Keywords: Wave equation, space-time discretizations, finite element method
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Abstract

We consider a space-time boundary element method for the solution of initial boundary value problems
of the heat equation in three spatial dimensions. In particular we deal with tensor product meshes
with adaptive decompositions of the considered time interval and adaptive spatial meshes. We apply a
space-time fast multipole method as well as shared and distributed memory parallelization with respect
to space and time.

We present a novel temporal nearfield compression technique which enables efficient computations
for fine spatial mesh resolutions related to the considered adaptive tensor product meshes. In particular,
we introduce a version of the adaptive cross approximation tailored to the nature of the considered heat
kernel. Finally, we present numerical experiments that demonstrate the great benefits of the new method
for tensor product meshes with spatially fine meshes and adaptive spatial meshes.
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Abstract

Space-time methods, as opposed to time-marching schemes, are based on variational formulations of the
considered time-dependent problems in both space and time. Advantages of this monolithic approach
are that high-order approximations both in space and time are simple to obtain, simultaneous local
refinement in space and time is possible, and the numerical solution is available at all times. For a survey
of space-time discretizations of parabolic problems, we refer to [4]. Recent developments include [1, 2].

In this talk, we present a space-time virtual element method for the approximation of the heat
equation [3], which generalizes the Petrov-Galerkin finite element method of [5]. The considered meshes
are tensor products of polytopic meshes in space and interval partitions in time. Local test and trial
functions are defined as solutions to a heat problem with polynomial data. Global approximation spaces
are constructed by approximating continuity across time-like facets in a nonconforming way. This allows
for an analysis setting and an implementation strategy, which are independent of the spatial dimension.
Approximation functions are allowed to be discontinuous in time, and the information across space-like
facets is transmitted through upwinding. As typical of the virtual element framework, the basis functions
are not known in closed form. The method is therefore defined in terms of degrees of freedom only, with
the help of suitable local projections onto underlying space-time polynomial spaces. Theoretical results,
as well as their numerical validation, will be discussed.
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Abstract

We present a novel approach for the thermo-elastic coupling using space-time finite elements. This
method enables the simultaneous simulation of heat transfer and structural mechanics in a fully coupled
manner. We will discuss the mathematical formulation of this approach, highlight its advantages, and
present numerical examples that demonstrate its accuracy and computational efficiency in analyzing
multiphysics systems. We will also cover recent developments, challenges, and future directions in this
area.
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Abstract

This talk introduces interpolation operators with approximation and stability properties suited for
parabolic problems in primal and mixed formulations. We derive localized error estimates for tensor
product meshes (occurring in classical time-marching schemes) as well as for locally in space-time re-
fined meshes.

Keywords: Interpolation operator, Parabolic problems, Heat equation
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On the strain based hemolysis models in the context
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Abstract

The recent advances in in the development and application of ventricular assist devices and other
mechanical aids in human circulatory system revealed the need for better understanding and estimation
of mechanically introduced blood damage. Several models were developed and are currently in use,
based on either Eulerian or Lagrangian [1] formulations of empiric stress dependent correlations. Some
of the most recent models are however exploring the possibility to use certain intermediate variable
(instead of stress) to estimate blood damage [2], [3]. These are typically based on some scalar measure
of local strain (deformation). Interestingly, the strain tensor equations are very similar to rheological
models describing the viscoelastic stress tensor [4], [5]. In the present work we are are exploring the
possibility to use some of the advanced rheological models of blood for direct estimate of blood damage.
The present work can be seen as a continuation of development and application of the viscoelastic fluids
models presented in [4], [6] in the context of strain based blood damage models described in [3].

The numerical experiments testing different mathematical models were performed using an in-house
developed finite-volume code previously used e.g. in. [5] and [4].

Keywords: blood damage, strain, viscoelastic fluid, hemolysis, blood coagulation.

References

[1] H. Yu, S. Engel, G. Janiga, D. Thevenin (2017). A Review of Hemolysis Prediction Models for
Computational Fluid Dynamics. Artificial Organs, 41(7):603–621.

[2] P.L. Maffettone, M. Minale (1998). Equation of change for ellipsoidal drops in viscous flow. Journal
of Non-Newtonian Fluid Mechanics, 78, 227–241.

[3] D. Arora, M. Behr, M. Pasquali (2004). A Tensor-based Measure for Estimating Blood Damage.
Artificial Organs 28(11):1002–1015.

[4] A. Sequeira, T. Bodnár (2022). Analysis of the Shear-Thinning Viscosity Behavior of the Johnson-
Segalman Viscoelastic Fluids. Fluids 7(1), 1–24.

[5] T. Bodnár, K.R. Rajagopal, A. Sequeira (2011) Simulation of the Three - Dimensional Flow of Blood
Using a Shear - Thinning Viscoelastic Fluid Model. Mathematical Modelling of Natural Phenomena.
6(5), 1–24.

[6] T. Bodnár, A. Sequeira (2014) Blood Coagulation Simulations using a Viscoelastic Model. Mathe-
matical Modelling of Natural Phenomena. 9(6), 34-45.

∗The financial support for the present work was partly provided by the Praemium Academiae of prof. Š. Nečasová and
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Abstract

A unified numerical model for the simulation of multiphase flows with free surfaces and involving multiple
rheologies is presented. The several phases range from incompressible Newtonian flows, Olroyd-B vis-
coelastic flows to neo-Hookean elastic solids. The interactions between these various phases are strongly
nonlinear and with potentially large deformations and topology changes.

We advocate an Eulerian modeling of the multiphase flows, relying on a volume-of-fluid (VOF)
method in order to track the various phases. The numerical framework relies on an operator splitting
strategy to decouple advection and diffusion phenomena, and a two-grid method relying on a structured
Cartesian grid and an unstructured finite element mesh. On the one hand, transport equations are
solved with a method of forward characteristics on the Cartesian grid. On the other hand, the space
discretization relies on conforming, low-order, finite elements. A novel semi-implicit discretized scheme
allows to jointly solve a Stokes problem, and an Oldroyd-B problem without advection terms.

The numerical model is validated with several numerical experiments. We focus on interactions
between elastic solids and Newtonian or visco-elastic fluids, and present results ranging from collisions
between elastic solids, shock absorption or the immersion of an elastic ball in a fluid.

Keywords: multiphase flows, visco-elastic flows, elastic solids, Eulerian model, free surfaces, operator splitting
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Abstract

This paper deals with the numerical solution of the blood flow in the channel with narrowing and
bypass. The optimal value of the angle of the bypass anastomosis to the main channel is the subject of
the numerical study in this paper. The focus is on values between 30 and 60 degrees. The mathematical
model is based on the three-dimensional generalized Navier-Stokes equations, where either a Newtonian
model or a non-Newtonian rheological model is considered. In the case of non-Newtonian models, the
Carreau and the Power law models are used to address the shear thinning character of the blood flow.
The numerical results are compared using wall shear stress measurement.

The numerical tests are performed in order to test whether and how much such a variation depends
on the connection angle or the applied generalized Newtonian model. Numerical results are obtained
using OpenFOAM and are compared for all values of the bypass connection angle and selected rheological
viscosity models.

Keywords: Generalized Navier-Stokes equations, bypass geometry, Newtonian model, Carreau model, Power
law model
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Abstract

This work is motivated by the air flow in the human respiratory system, although similar problems
are also common in other areas of biomedical, environmental or industrial fluid mechanics. The air flow
in the respiratory system as well as the blood flow in the circulatory system share some physical simi-
larities. From the mathematical modelling point of view both problems can be seen (with certain level
of simplification) as flow of an incompressible viscous fluid in a system of branching channels. The fluid
is flowing through channels that are characterized by a multilevel (almost fractal like) branching with
secondary branches of different size and orientation with respect to the main channel. The complicated
configuration of the channels leads to numerous problems related to geometry description, its discretiza-
tion and mathematical formulation of the associated problems including suitable boundary conditions.
In this work we focus on the implementation and interconnection (coupling) of different numerical codes
solving 3D (or 2D) and 1D models using finite-difference and finite-volume techniques.

Keywords: incompressible Navier-Stokes equations, air flow, human respiratory system, channel flow, coupling
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Abstract

Breakdown of numerical solutions of non-Newtonian viscoelastic fluids flows at higher values of the
Weissenberg number, known as the High Weissenberg Number Problem (HWNP), remains an extremely
challenging issue. In particular, in simulations using the finite elements method this problem has been
extensively studied. It was shown recently that in some cases, HWNP can be avoided (or at least
delayed) by adding a stress diffusion term to the transport equations for viscoelastic tensors [1], [3]. In
this work the summary of known and tested forms of artificial diffusion is presented based on our most
recent works. Several numerical tests are presented and solved using finite element code employing the
FreeFem++ library [5]. The benefits and added robustness due to artificial diffusion are evaluated and
discussed. The most recent developments are reported together with an outlook towards more advanced
diffusive terms employing the spectral analysis of the conformation tensor.

Keywords: Finite Element Method, Oldroyd-B fluid, numerical stabilization, artificial stress diffusion.
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Abstract

In this paper the problem of human phonation is addressed. Human voice is created by a complex
process consisting of mutual interactions of flowing air, vibrating vocal folds and the sound propagation
through the vocal tract. The fundamental sound is created by the mutual interaction of the flowing
air with vibrations of vocal folds(VFs), where the underlying mechanism of the vibrations is the flutter
type of aeroelastic instability. The arising fundamental sound is enriched by aeroacoustic sound sources
and propagated through the vocal tract, where it is further articulated in mouth and influenced by
resonances of e.g. nasal acoustic cavities.

In this paper the problem is mathematically described as a fluid-structure-acoustic interaction (FSAI)
problem, where one needs to take into an account the deformation of an elastic body, the complex fluid
flow and the acoustics together with all mutual couplings, see [1]. For the sound propagation aeroacoustic
models are used. The attention is further paid to the inclusion of the model of the VFs contact in the
model based on several ingredients as suitable boundary conditions (see [2]), modification of the flow
model (see [3]) and robust mesh deformation algorithm. The role of pre-stressed vocal fold is disscussed.
The numerical approximation of the problem is presented and numerical results are shown.

Keywords: Navier-Stokes equations, aeroelasticity, acoustics, human phonation.
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Abstract

The numerical simulation of the human phonation process is an interesting and still ongoing research
topic, see e.g. [1]. The healthy vocal folds vibration is characterized by a complete closure of the airflow
channel. It is very challenging to reproduce such a phenomenon numerically since numerical solver needs
to address topological change of the computational domain and a suitable boundary condition needs to
be used in the here considered case of incompressible fluid flow simulation interacting with compliant
elastic structure, [3]. In this talk, we pay a special attention to the interpolation procedure between two
FE meshes along many possible solutions within finite element (FE) framework.

The approach of [2] based on combination of a computationally cheap interpolation method together
with constraints enforcing conservation of desired quantities, like e.g. total mass, kinetic energy or
potential energy, is followed. Its advantage is global conservation of chosen quantities, however this is
not generally valid locally. The numerical results consist of the test case and the application of the
interpolation method to the FSI problem without a priori known position of elastic structure.

Keywords: Human phonation simulation, Fluid structure interaction, Penalization boundary condition, Inter-
polation with restrictions.
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Abstract

We develop a robust and reliable three-dimensional finite element code to systematically study how
various effects, such as chosen slip boundary conditions, influence blood flow in the aortic root. We start
with the simulation of the Poiseuille flow in the straight tube for which the analytic solution is known
for different slip conditions [1]. Next, we extend the tube with the sinusoidal profile (see [2]) for which
the analytical solution is not known anymore. To check that our 3D code works fine, we compare it with
the finite element solution of the axi-symmetric 2D-like problem computed with a very fine resolution.
Finally, we replace the rigid boundary with the elastic aortic wall, enable the interaction between blood
and wall, and compare the results to those for the rigid boundary.

Keywords: Navier-Stokes, Slip boundary condition, Fluid-structure Interaction, Finite Element Simulation
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Abstract

We present numerical simulation of flow in a discharge object with the welded siphon with presence of free
surface using meshfree particle method Smoootdhed Pariticle Hydrodynamics (SPH). For the solution, we
use open source code DualSPHysics version 4.4. and 5.0. We focus on influence of numerical parameters
on the solutions. Namely we investigated the influence of kernel size, smoothing length, viscous term
formulation, coefficient of artificial viscosity and usage of particle shifting techniques. Key parameters
are set and highlighted. Moreover, we compared solutions obtained with two time integration schemes,
Verlet scheme and Symplectic Position Verlet scheme and investigated the differences in the solution
using the Cubic spline and Wendland kernel. In addition, we discuss the problems associated with the
inlet boundary condition, which turned out to be one of the most significant problems in the realization
of the simulations. The input boundary condition implemented in DualSPHysics uses a so-called buffer
zone and suffers from a number of instabilities in the case of inflow to the back pressure and is very
sensitive to the simulation parameters. We compare the obtained results of flow field with provided PIV
measurement in several longitudinal and horizontal trough the channel.
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Abstract

We consider a flow of heat conducting self-gravitating compressible fluid (often referred as “flow of a
gaseous star”) inside a moving domain whose shape in time is prescribed. The flow is governed by the
3d Navier–Stokes–Fourier-Poisson system where the velocity is supposed to fulfill the full-slip boundary
condition and fluid temperature on the boundary is given by non-homogeneous Dirichlet condition. The
idea is to first extend this system to a reference domain (by means of several penalization parameters)
which now consists of a fluid part and an artificial solid part. Then our goal is to find the uniform energy
bounds w.r.t. the parameters and pass to the limit to get rid of the density-dependent solid part.

The presence of non-homogeneous temparature and heat flux on the boundary gives more interests
to our work. Indeed, to handle the boundary heat flux, we need to introduce here the concept of
ballistic energy inequality and this gives some additional technical difficulties to obtain the uniform
energy estimates w.r.t. the penalization parameters. And, in the presented article we show the existence
of a variational solution for our system.

Keywords: Compressible Navier-Stokes-Fourier-Poisson equations, non-homogeneous boundary heat flux, time
dependent domain, Ballistic energy.
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Abstract

We present a modification of the second-order turbulence closure that removes the critical gradient
Richardson number limitation. The mean wind speed and potential temperature profiles are derived for
the modified model in terms of similarity and structure functions depending on the gradient Richardson
number. Some recent closure assumptions for pressure-temperature and heat flux are considered. Vari-
ances and co-variances of the turbulent fluctuations are also investigated with respect to the gradient
Richardson number. The new model predictions are confronted with some well known models. Potential
future research directions will be also discussed.

Keywords: Atmospheric boundary layer · Second-order closure model · Turbulence parameterizations · Strong
stratification · Critical Richardson number
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Abstract

In stable conditions, stratified flows in ocean and atmosphere play a significant role in mixing and
exchanges of mass, matter and energy, especially through retention mechanisms and internal waves for-
mation. The competition between turbulent fluxes and buoyancy damping when rated by the Richardson
number is still identified as a challenging bottleneck for numerical models from local to climatic global
scales [1], [2]. Moreover, fine grid “wave permitting” models poorly recover observations when the
wavelengths are locked on the grid size.

The generation of internal waves in the 3D computational domain requires specific treatment of dis-
cretization and especially boundary conditions [3]. Here we report recent investigations in environmental
flows with high order numerical discretization and adapted boundary conditions [4] with applications to
laboratory experiments and realistic situations in atmosphere and ocean by resolving lee and internal
waves.

A critical overview of the tested numerical methods is presented when restricted in finite volume
approach.
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Abstract

We analyze a system of PDEs governing the interaction between two compressible mutually noninteract-
ing fluids and a shell of Koiter type encompassing a time dependent 3D domain filled by the fluids. The
dynamics of the fluids is modelled by a system resembling compressible Navier-Stokes equations with a
physically realistic pressure depending on densities of both the fluids. The shell possesses a non-linear,
non-convex Koiter energy. Considering that the densities are comparable initially we prove the existence
of a weak solution until the degeneracy of the energy or the self-intersection of the structure occurs for
two cases. In the first case the adiabatic exponents are assumed to solve max{γ, β} > 2, min{γ, β} > 0,
and the structure involved is assumed to be non-dissipative. For the second case we assume the critical
case max{γ, β} ≥ 2 and min{γ, β} > 0 and the dissipativity of the structure. The result is achieved in
several steps involving, extension of the physical domain, penalization of the interface condition, artificial
regularization of the shell energy and the pressure, the almost compactness argument, added structural
dissipation and suitable limit passages depending on uniform estimates.
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Abstract

City trees are usually planted as a protective measure against overheating of inhabitants on the
streets, unfortunately they also influence the dustiness and ventilation inside the urban-canyon. The
investigation of these phenomena is the main idea of this contribution.

Model PALM is an advanced and state-of-the-art meteorological modeling system for atmospheric
boundary layer flows specialized for urban sublayer. It was developed as a turbulence-resolving Large-
Eddy Simulation (LES) model with dynamical core based on Navier-Stokes equations solver in Bussinesq
approximation.

The simulations are conducted over Prague quarter Dejvice, similar domain as was used earlier for
the latest model validation campaign. The Particulate Matter (PM) line source is placed in the middle
of the road and values of a real car-traffic pollution is prescribed (as a dust source).

The effect of different tree cover on the ventilation of the street is numerically examined. Line of the
trees is planted at both street sides and the planting density is varied during the simulation scenarios by
changing the amount of trees in each line. The influence of the thermal stratification is also considered
because different stratification plays important role in the character of the flow inside the urban-canyon
(different patterns of turbulent coherent structures). Therefore an influence of two parameters (total
amount of trees in the street canyon and thermal stratification) on the PM concentration at the pedestrian
level is studied.

Keywords: Navier-Stokes equations, atmospheric boundary layer, large eddy simulation, thermal stratification
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Abstract

We consider a mathematical model describing the movement of colloidal particles in a nematic-fluid
flow. We model colloidal particle as a rigid body which is closed, bounded, simply connected. The
colloidal particle is moving inside a bounded smooth domain Ω ⊂ R3 which is filled with a viscous
incompressible fluid with active liquid crystals. In the case of nematic fluid flow, there is the additional
stress tensor and the Navier-Stokes equations are coupled with the equation describing the orientation
of the anisotropic liquid crystal molecules. Moreover, there is a competition between elasticity and the
interaction between liquid crystal molecules and surfaces (known as “anchoring”) in the nematic fluid-
colloid interaction. This makes this interaction problem qualitatively different from the incompressible
Newtonian fluid-rigid body interaction. In this talk, we want to discuss about existence of a weak
solution of this coupled system.

Keywords: Liquid crystals, Fluid-structure interaction, Navier-Stokes equations, Q-tensor, Weak Solutions.

139



MS10 - Entropy/energy-stable methods for time
evolution problems

140



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Variational modeling and structure-preserving approximation
of a non-isothermal phase-field model for sintering

Aaron Brunk1, Herbert Egger2, Timileyin David Oyedeji3, and Bai-Xiang Xu3

1Institute of Mathematics, Johannes Gutenberg University, Mainz, Germany
2Johann Radon Institute for Computational and Applied Mathematics, Linz, Austria

2Institute for Numerical Mathematics, Johannes Kepler University Linz, Austria
3Mechanics of Functional Materials Division, Technical University Darmstadt, Germany

abrunk@uni-mainz.de; herbert.egger@jku.at; timileyin.oyedeji@tu-darmstadt.de;
xu@mfm.tu-darmstadt.de

Abstract

In this talk, we consider a thermodynamic consistent variational phase-field model for the non-isothermal
sintering process with cross-kinetic coupling. Sintering is an essential part of the industrial process of
additive manufacturing via powder bed fusion, such that further understanding and modeling is necessary
to increase the efficiency and applicability in industrial applications. The cross-kinetic coupling accounts
for strongly asymmetric material properties like heat conductivity or mass diffusivity across the interface.
Such cross-kinetic coupling leads to cross-diffusion systems, where mathematical analysis and numerical
approximation are more involved. In order to develop mathematical theory and suitable numerical
approximations, we first rephrase the model in a more natural formulation by introducing the inverse
temperature as a new variable. For the new formulation, we will discuss thermodynamic consistency and
introduce a fully discrete numerical approximation by conforming finite elements in space and backward
differences in time. We show that the numerical method is unconditionally entropy-stable and mass-
and energy-conservative. This enables us to consider relative entropy methods based on the exergy to
prove the stability of discrete solutions with respect to a perturbed system. We illustrate the theoretical
finding by suitable numerical experiments.

Keywords: relative entropy, entropy-stable, cross-diffusion system, structure-preserving, complex pde system
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Abstract

We generalize the celebrated Lax equivalence principle valid for linear problems, namely stability +
consistency yields convergence, to nonlinear equations of compressible fluid dynamics. The key points
are conditional regularity results in the class of bounded solutions and the concept of very weak (measure-
valued) solution with the associated weak-strong uniqueness principle.

Keywords: weak-strong uniqueness, fluid dynamics, structure-preserving, complex pde system
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Abstract

In this talk we consider the sharp interface limit of a Navier-Stokes/Allen Cahn equation in a bounded
smooth domain in two or three space dimensions, for the case of vanishing mobility mε = cεα, where
c > 0 and α ∈ (0, 2), when the small parameter ε > 0 related to the thickness of the diffuse interface is
sent to zero. The limit problem is given by the classical two-phase Navier-Stokes-system with surface
tension and we show convergence for well-prepared initial data and for small times such that a strong
solution to the limit problem exists. The approach is via the relative entropy method, i.e. one shows
Gronwall-type estimates for suitable energy functionals that control the error between the solution to
the diffuse and sharp interface systems in a suitable way.

In Hensel, Liu [1] the same method was applied for constant mobility, i.e. α = 0. In this case the
limit problem is given by a two-phase Navier-Stokes system coupled to mean curvature flow. Compared
to the latter work we have to use a similar but more sophisticated choice for the energy functionals. This
leads to a complicated remainder term in the Gronwall estimates which we estimate in a novel way.

This is joint work with H. Abels (Univ. of Regensburg) and J. Fischer (IST Austria).
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Abstract

The Wasserstein gradient flow structure of nonlinear diffusion models, such as the classical porous
medium equations, allows one to define a natural notion of Lagrangian flow associated with their solu-
tions, describing the trajectories of mass particles in the domain. At least formally, such Lagrangian
flow also follows a gradient flow dynamics, but with respect to a simple L2-metric. In this talk, I will
describe a class of particle discretizations that reproduce this structure, and in which the energy is
regularised variationally via a semi-discrete optimal transport problem. For these methods, I will show
how the convexity of the energy in the Eulerian variables can be exploited in the non-convex Lagrangian
setting to prove quantitative convergence estimates towards smooth solutions of the continuous models,
using an appropriately constructed relative entropy. Finally, I will describe how our approach can be
generalized to compressible fluids (in particular, the barotropic Euler equations) by simply replacing the
L 2 gradient flow structure with a Hamiltonian one.
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Abstract

We investigate a model for dynamic fracture at small strains. The sharp crack interface is regularized
with a phase-field approximation. For the phase-field variable a viscous evolution with a quadratic
dissipation potential is employed and a non-smooth penalization prevents material healing. For the
solid material both the case of a visco-elastic and of a purely elastic constitutive law is considered. The
momentum balance is formulated as a first order system and coupled in a nonlinear way to the non-
smooth evolution equation of the phase-field variable. We introduce a full discretization in time and
space, using a discontinuous Galerkin method for the first order system. Based on this, we show the
existence of discrete solutions. We discuss their convergence to a suitable notion of weak solution of the
system as the step size in space and time tends to zero and give a comparison to other formulations
existing in literature. Simulation results are presented.

This is joint work with Sven Tornquist (Berlin) and Christian Wieners (Karlsruhe) and also based
upon collaboration with Kerstin Weinberg and Kai Friebertshäuser (both Siegen) within the priority
programme “Variational Methods for Predicting Complex Phenomena in Engineering Structures and
Materials” (SPP 2256), project “Nonlinear Fracture Dynamics: Modeling, Analysis, Approximation,
and Applications”, financially supported by the German Research Foundation (DFG).

Keywords: Dynamic phase-field fracture, Discontinuous Galerkin method, First-order formulation of momen-
tum balance, Elastic waves in solids
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Abstract

Civil protection has made forecasting forest fires a crucial task [1]. To predict forest fires the wildland
fire model [2] can be simulated over a range of different scenarios. However, numerical simulations can be
computationally time-consuming, for which model order reduction (MOR) is unavoidable. Unfortunately,
traditional MOR methods like proper orthogonal decomposition (POD) cannot capture the moving
flame fronts of the wildland fire model in a linear subspace. As a solution, shifted proper orthogonal
decomposition (sPOD) proposed in [4] was used in [3], which decomposes transport fields using co-
moving frames and a few spatial basis functions computed with the help of POD. In this work, we
combine the sPOD method with neural networks to learn the spread of forest fires in a non-intrusive
fashion. First, a low-dimensional description of the wildland fire model is created using snapshot data
from a representative set of input parameters. Then, neural networks are trained to predict the spread
of forest fires for any new parameter set. This approach closely follows and builds upon [5] and is tested
on one- and two-dimensional wildland fires with varying reaction rates and topology-changing fronts
due to wind. The preliminary results indicate that the proposed approach yields highly accurate results
within the percent range, while also enabling rapid prediction of system states within seconds.
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Abstract
Quantifying uncertainties in hyperbolic equations is a source of several challenges. The solution forms
shocks leading to an oscillatory behavior in the numerical approximation of the solution, and the numer-
ical approximation itself is observed to suffer from the so-called curse of dimensionality - the number of
unknowns required for an effective discretization of the solution grows exponentially with the dimension
of the uncertainties. The unknowns can be reduced using the generalized polynomial chaos expansion,
allowing for an efficient representation of the distribution for the known uncertainties e.g., the initial
conditions. However, the proposed ansatz is not capable to properly catch the long-time propagation,
despite reducing the dimensionality of the original problem. In this contribution, dynamical low-rank
approximation (DLRA) is introduced [6, 4], and a memory-wise efficient approximation of the solution
on a lower dimensional manifold for Burgers’ equation is obtained. Efficiently implementable robust
numerical integrators for DLRA together with their properties are introduced [5, 3], and the time evo-
lution equations for the spatial and uncertain basis functions are derived [2]. It is illustrated that these
integrators possess the ability to guarantee an accurate approximation of the solution even if the under-
lying probability distributions change over time [1]. The proposed methodology is analyzed for Burgers’
equation equipped with uncertain initial values.

Keywords: uncertainty quantification, conservation laws, hyperbolic, intrusive UQ methods, dynamical low-
rank approximation, matrix projector-splitting integrator, unconventional integrator
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Abstract

For advection-dominated or wave-like problems, the decay of the Kolmogorov n-widths can be slow,
see e.g., [1, 2]. Recent advances in projection-based model reduction utilize autoencoders to build a
nonlinear embedding from reduced-order space to full-order space. Those methods can achieve good
accuracy for ROMs of low dimension, but the online evaluation (without employing hyper-reduction)
scales with the size of the full-order models (FOMs). In this talk we consider ROMs on polynomially
mapped manifolds. This bridges the aforementioned approaches in terms that we can achieve higher
accuracy than the linear-subspace ROMs and the online evaluation of the ROMs is independent of the
size of the FOMs. We extend recent approached in e.g., [3, 4] to structure-preserving model reduction of
Hamiltonian systems, such that the reduced model is again a Hamiltonian system, where in particular
make use of quadratic polynomial embeddings. In order to do so, we choose a particular quadratic
polynomial embedding as the symplectic decoder function in [5]. We perform numerical experiments for
a 1D wave equation.
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Abstract

Model order reduction for parametrized hyperbolic or transport dominated problems typically suffers
from a slowly decaying Kolmogorov N -width of the corresponding solution manifold [1, 3]. In this
contribution we introduce a new approach for model order reduction of such problems based on techniques
from diffeomorphic image registration. The geodesic shooting algorithm [2] computes diffeomorphic
transformations of an underlying domain to match functions over the domain by integrating vector fields
over time. The vector fields are determined in such a way that the time evolution of the diffeomorphism
follows a geodesic in the diffeomorphism group. Therefore, the time evolution of the vector fields is
already determined by the initial vector field. In our setting, the diffeomorphisms act on snapshot
data of the considered problem. Due to the smoothness of the vector fields, it is possible to obtain
efficient reduced order models in the space of vector fields [4]. In turn, the reduced space of vector fields
(obtained via proper orthogonal decomposition) induces a set of diffeomorphisms which can be used to
transform reference snapshots. The main idea of our approach is therefore to construct a reduced basis
of vector fields that generates a set of diffeomorphisms using the geodesic shooting approach, and to
finally transform reference snapshots using these diffeomorphisms. During the online phase, for a new
parameter, a vector field in the reduced subspace is computed and the diffeomorphism is generated
accordingly that transforms a reference snapshot into an approximation of the solution. The potential
of the proposed method is shown by numerical examples such as a parametrized Burgers’ equation.
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Abstract

Model order reduction of parametric differential equations aims at constructing low-complexity high-
fidelity surrogate models that allow rapid and accurate solutions under parameter variation. The devel-
opment of reduced order models for conservative dynamical systems is challenged by several factors: (i)
failing to preserve the geometric structure encoding the physical properties of the dynamics might lead to
instabilities and unphysical behaviors of the resulting approximate solutions; (ii) the slowly decaying Kol-
mogorov n-width of transport-dominated and non-dissipative phenomena demands large reduced spaces
to achieve sufficiently accurate approximations; and (iii) nonlinear operators require hyper-reduction
techniques that preserve the gradient structure of the flow velocity. We will discuss how to address these
aspects via structure-preserving nonlinear model order reduction. The gist of the proposed method is
to adapt in time an approximate low-dimensional phase space endowed with the geometric structure of
the full model and to ensure that the reduced flow retains the physical properties of the original model.

Keywords: Model order reduction, Structure-preserving numerical methods, Adaptive Discrete Empirical In-
terpolation
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Abstract

We present a nonlinear registration-based model reduction procedure for rapid and reliable solution
of parameterized two-dimensional steady conservation laws. This class of problems is challenging for
model reduction techniques due to the presence of nonlinear terms in the equations and also due to the
presence of parameter-dependent sharp gradient regions that cannot be adequately represented through
linear approximation spaces.

Our approach builds on the following ingredients: (i) a general (i.e., independent of the underlying
equation) registration procedure [1, 2] for the computation of a parametric mapping that tracks moving
features of the solution field; (ii) an hyper-reduced least-squares Petrov-Galerkin reduced-order model for
the rapid and reliable estimation of the solution field; (iii) a greedy procedure driven by a residual-based
error indicator for efficient exploration of the parameter domain; and (iv) an adaptive mesh refinement
technique for the definition of an accurate discretization for all parameter values.

We present results for a representative nonlinear problem in steady aerodynamics to demonstrate
the effectiveness and the mathematical soundness of our methodology.

Keywords: model order reduction; parameterized hyperbolic conservation laws; nonlinear approximations.

References

[1] A. Ferrero, T. Taddei, L. Zhang (2022). Registration-based model reduction of parameterized two-
dimensional conservation laws, Journal of Computational Physics, vol. 457.

[2] T. Taddei (2020). A registration method for model order reduction: data compression and geometry
reduction, SIAM Journal on Scientific Computing, vol. 42(2).

∗Work in collaboration with Nicolas Barral, Angelo Iollo and Ishak Tifouti (Inria Bordeaux).

152



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Towards an Arbitrary-Lagrangian-Eulerian MOR framework
for advection dominated problems: calibration, optimization

and regression

Davide Torlo1 and Monica Nonino2

1SISSA MathLab, SISSA, Trieste, 34136, Italy
2Fakultät für Mathematik, Universität Wien, 1090 Wien, Austria

davide.torlo@sissa.it; monica.nonino@univie.ac.at

Abstract

Classical model order reduction (MOR) techniques have always struggled to compress information for
problems advecting steep features. Their linear nature does not allow to accelerate the slow decay
of the Kolmogorov N-width of these problems. In recent years, many new nonlinear algorithms and
frameworks have been presented to overcome this issue. In [1], a MOR technique was proposed for
unsteady parametric advection-dominated scalar 1D hyperbolic problems, giving a complete offline and
online description and showing time savings in the online phase. The key of the work consists of an
arbitrary Lagrangian–Eulerian approach that modifies both the offline and online phases of the MOR
process. The technique makes use of various algorithms such as Greedy, EIM, POD and multilayer
perceptron. This allows for calibrating the advected features on the same position, strongly compressing
the reduced spaces, and outperforming classical methods on many equations with nonlinear fluxes and
with different boundary conditions.

We want to extend this framework to systems of equations with multiple traveling features. In partic-
ular, we have in mind a classical test in compressible flow: the Sod shock tube problem, where a shock,
a contact and a rarefaction wave develop from the initial conditions. The geometrical transformations
used in [1] need now to align more than just one feature. This raises various questions on the techniques
to use to minimize the Kolmogorov N-width decay, on the regularity of the calibration map, and on the
regression techniques to use for the calibration in the online phase. We try to study various methods,
including some optimization strategies, POD-NN, multilayer perceptron, and similar, to answer such
questions. The whole process tries not to be too problem-specific, but some bottlenecks quickly arise.
We will show some very encouraging tests on a parametric Sod tube test problem.

Keywords: Model order reduction, POD-NN, advection dominated, Sod shock tube
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Abstract

The Streamline Upwind Petrov-Galerkin (SUPG) is a popular method to control the spurious oscillations
that often arise in the numerical solution to advection-dominated problems when using the finite element
method. The Dynamical Low Rank (DLR) approach consists in approximating the solution to a time-

dependent random PDE by u(t, x, ω) ≈ ∑R
i=1 Ui(t, x)Yi(t, ω), where both the physical basis {Ui(t, x)}Ri=1

and the stochastic basis {Yi(t, ω)}Ri=1 are dynamically evolved in time. As such, the standard DLR
framework can be very well-suited to efficiently simulate the evolution of coherent features in transport
problems, however it remains subject to spurious oscillations. In this work, we derive SUPG-stabilised
Dynamical Low-Rank equations for advection-dominated problems. We investigate a class of time-
marching schemes that allows to recover a variational formulation on a “skewed” testing space. This
tool is used to derive norm-stability estimates of the numerical solution that are comparable to those of
the full order model. We propose extensions of this method such as mean-stabilisation in the case of a
transport term with small stochasticity. Numerical examples illustrate the effectiveness of the method.

Keywords: Dynamical Low-Rank Approximations, Petrov-Galerkin, Stabilisation of Advection-Dominated
Problems
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Abstract

Black-box machine learning models are often not interpretable. This limits their applicability in
problems involving high-stake decisions [1], including problems in science and engineering. Moreover,
in most deep learning applications, neural architecture search involves iterating over many different
architectures, often resulting in substantial computational cost. In this work, we show how to construct
interpretable Dynamic Neural Networks (DyNN) to simulate Linear-Time-Invariant (LTI) systems.

A dynamic neural network is a system of coupled Ordinary Differential Equations (ODEs) [2], [3]. The
state of each neuron is a solution of a first or second order ODE. We show that DyNNs are interpretable,
and describe how to construct their topology using properties of the underlying LTI system.

Firstly, to construct computationally efficient DyNNs with sparser connections, we propose a sequence
of similarity transformations for LTI systems. In particular, we block-diagonalize the state matrix of
the LTI system. We show how this block diagonal structure unravels a special structure in the topology
of the corresponding DyNN. Secondly, we derive a mapping from the LTI system matrices to weights of
the DyNN. One can compute the trainable parameters of the DyNN directly using this mapping, in a
training-free manner. Moreover, one can precisely determine the number of neurons, number of layers
and the connections between the neruons required to simulate the underlying LTI system using a DyNN.

As an example, we simulate an LTI system using a DyNN. An open and vital research direction is
designing dynamic neural network architectures for non-linear dynamical systems. We demonstrate how
to design DyNN architectures on some toy examples of non-linear systems.

Keywords: dynamic neural networks, linear-time-invariant systems, ordinary differential equations, inter-
pretable artificial intelligence
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Abstract

Mesh degeneration is a bottleneck for fluid-structure interaction (FSI) simulations and for shape
optimization via the method of mappings. In both cases, an appropriate mesh motion technique is
required. The choice is typically based on heuristics, e.g., the solution operators of partial differential
equations (PDE), such as the Laplace or biharmonic equation. Especially the latter, which shows good
numerical performance for large displacements, is expensive. Moreover, from a continuous perspective,
choosing the mesh motion technique is to a certain extent arbitrary and has no influence on the physically
relevant quantities. Therefore, we consider approaches inspired by machine learning. We present a hybrid
PDE-NN approach, where the neural network (NN) serves as parameterization of a coefficient in a second
order nonlinear PDE. We ensure existence of solutions for the nonlinear PDE by the choice of the neural
network architecture. In addition, we present an approach where a neural network is used as an additive
correction to a Laplace equation extension. We assess the quality of the learned mesh motion techniques
by applying them to a FSI benchmark problem.

Keywords: Fluid-structure interaction, shape optimization, neural networks, partial differential equations,
hybrid PDE-NN, mesh moving techniques, data-driven approaches
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Abstract

The use of AI in engineering simulations has attracted important research activity as an intersection
between physics, computer science, engineering and mathematics. Since the first machine learning-
based models showed great performance in real world engineering simulations, the field has gained
increased popularity and more complex architectures have emerged which overcome the limitations of
black-box approaches. The use of inductive biases such as invariances and equivariances in the learning
procedure has been proven not only to improve the global performance of the predictions but also to
better extrapolate to data outside of the training samples. This is the case of the so-called structure-
preserving deep learning, in which the predictions are forced to satisfy certain known basic physical laws
acting as a strong topological inductive bias.

Common structure-preserving algorithms are the ones targeted for conservative phenomena in which
the Hamiltonian potential function plays a central role. A variation of those algorithms recently proposed
an extension to dissipative phenomena [1], which is based on including an extra metric term to the
dynamics together with its respective potential function (entropy). This is called the GENERIC or
metriplectic structure of the system, and forces the predictions to fulfil the laws of thermodynamics.
However, these algorithms require the full description of the state variables of the dynamical system,
which is not convenient if the computational resources are limited or only partial information is required
or available.

To overcome those limitations, we propose a deep learning algorithm based on structure-preserving
neural networks to learn open dissipative systems. Thus, the complete system is divided into different
subdomains which are coupled via energy and entropy ports at each boundary. The resulting port-
metriplectic neural network [2] is an extension of the port-Hamiltonian counterpart in conservative
systems. The algorithm is presented in two different variations, depending on the application and
known information of the complete system.

Keywords: Artificial Intelligence, Machine Learning, Port-metriplectic, Thermodynamics, GENERIC
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Abstract

When solving Hamiltonian systems using numerical integrators, preserving the symplectic structure
is crucial [1]. At the same time, solving chaotic problems requires integrators to approximate the
trajectories with extreme precision. This can be very computationally expensive. However, for example
in [2] it was shown that a neural network can be a viable alternative to numerical integrators. Offering
high accuracy solutions for the chaotic N-body problem many orders of magnitudes faster.

To understand when it is useful to add physics constraints into neural networks, we analyze three
well-known neural network topologies that include a symplectic structure inside the NN architecture
[3, 4]. Between these neural network topologies many similarities can be found [5]. This allows us to
formulate a generalized framework for these topologies. With the new framework, we can find novel
topologies by transitioning between the established ones.

We compare these new Generalized Hamiltonian Neural Networks (GHNN) against the already es-
tablished SympNets and HénonNets and physics-unaware multilayer perceptrons. This comparison is
performed with data from a pendulum, a double pendulum and a gravitational three-body problem. A
special focus lies on the capability of the neural networks to generalize outside the training data. We
found that the GHNN outperforms all other neural network architectures.

Keywords: Hamiltonian Systems, Scientific Machine Learning, Structure-Preserving Computing
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Abstract

Reynolds-averaged Navier-Stokes (RANS) equations are obtained by averaging procedure from the classic
Navier-Stokes equations for incompressible flows to reduce the computational effort. RANS equations
read 




∇ · u = 0

∂u

∂t
+ u · ∇u− ν∆u = −∇p−∇ · τ ,

where u and p are the averaged velocity and pressure fields respectively, ν is the kinematic viscosity and
τ is the Reynolds stress tensor (RST). The latter is a symmetric tensor that needs to be modeled to close
the RANS equations. Classically, this is performed by deducing additional partial differential equations
obtained heuristically through physical arguments. While these models have decades of history and are
well-established, they can be highly inaccurate for some types of flow.

Recently, several studies took advantage of machine learning techniques to learn the mapping between
the averaged fields and the RST to increase the accuracy of RANS models by using high-fidelity data
(i.e. data coming directly from the Navier-Stokes equations). In this framework, data-driven models
should satisfy the same invariances properties of the physical system they are describing.

In this talk, we present a data-driven model that predicts the divergence of the RST and guarantees
both Galilean and frame-reference rotation invariances by construction. Analogously to [1], a constitutive
assumption of the divergence of the RST from mean fields is derived. This hypothesis is fundamental to
obtain the inputs of the data-driven model and the structural vector basis used to expand the divergence
of the RST. The obtained neural network predicts the coefficients of the linear combination and it is
called vector basis neural network (VBNN). We also tackle the problem of bad-conditioning of the data-
driven RANS equations by defining a neural network that predicts a turbulent viscosity that can be
treated implicitly in the RANS system.

Numerical experiments are presented to show the improvements of our approach compared to stan-
dard RANS models.

Keywords: Reynolds-averaged Navier-Stokes equations, data-driven turbulence modelling
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Abstract

In this work we explore the possibility of using Artificial Neural Networks for the task of learning novel
collisional operators for the Lattice Boltzmann Method (LBM)[1].

The LBM is a broad class of computational methods, originating from the kinetic theory of gases,
able to accurately model the dynamics of fluid flows at the mesoscopic level.

The fluid flow is described by the dynamics of a set of discrete particle distribution functions
(populations) following the stream and collide paradigm, in which at each time step populations hop
from lattice-site to lattice-site and then incoming populations collide among one another.

We take into consideration the problem of learning the single relaxation time BGK collision operator
using data from 3D turbulent flows. We show that in order to achieve accuracy and stability it is crucial
to supply the Neural Network with hard constraints on the conservation of mass and momentum, and
to carefully design the training set.

We also present early results in the direction of learning a correction to the BGK collision operator
that accounts for subgrid effects in under-resolved Turbulent flows.
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Abstract

The complexity of the gravitational N -body problem scales with N2 according to Newton’s equation
of gravitation [1]. This leads to the need of larger computational resources as the number of bodies
increases. In order to alleviate this problem, we use Artificial Neural Networks (ANNs) to substitute
expensive parts of the integration of a planetary system. We use the integrator proposed by Wisdom and
Holman [2], where the keplerian part of the integration, which can be solved analytically, is separated
from the N2 part, which we solve using neural networks.

We compare the performance of a Hamiltonian Neural Network [3] which includes physics constraints
into its architecture with a conventional Deep Neural Network. We study the advantages and limitations
of the two topologies and compare their performance with the baseline Wisdom-Holman integrator.

When using neural networks to substitute parts of the integrator, the problem of accumulation of
errors becomes crucial; if the neural network is not able to provide a solution within a certain accuracy,
error propagation leads to unphysical solutions. To mitigate this problem, we develop a hybrid integrator
that chooses between the network’s prediction and the numerical computation if the first is not accurate
enough. With this hybrid approach, we show that for a number of minor bodies ≥ 60, using ANNs
improves the computational cost of the simulation while allowing for an accurate reproduction of the
trajectory of the bodies.

Keywords: Machine Learning, GravitationalN -body problem, Numerical integrator, Planetary systems, Physics-
aware Neural Networks, Hybrid method
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Abstract

First-order optimization methods such as stochastic gradient descent (SGD) are widely applied in the
training of neural networks due to their efficiency. However, the constant learning stepsize along each
gradient coordinate often restricts the convergence speed of SGD. Therefore, numerous adaptive gra-
dient methods have been proposed to achieve faster convergence. Among them, Adam [1] is the most
popular one due to its robustness in choosing hyperparameters. However, the nonuniform scaling of the
gradient may cause worse performances on the unseen data, a phenomenon is often called poor general-
ization. Many methods have emerged to bridge this generation gap between adaptive and non-adaptive
gradient methods; see, e.g., SWATS [2], AdaBound [3], and AdaBelief [4]. These optimizers update the
exponential moving average of the gradient using different second raw moment estimates (uncentred
variances).

In many studies [1, 4, 5], the major objective is to assess the convergence of the algorithm, either by en-
suring that the algorithm regret is of the order O(

√
K), or by showing that limK→∞E [ ∥∇f(x(K))∥ ] = 0.

There is still room for improvement in understanding how the hyperparameters of the optimizers affect
the convergence. In this study, we theoretically investigate the influence of hyperparameters on the con-
vergence of adaptive gradient methods. We prove that the Adam-type optimizers have linear convergence
as the vanilla gradient descent method under the Polyak– Lojasiewicz (PL) inequality. We compare both
theoretically and numerically the speed of convergence when changing the hyperparameters, β2 and the
learning rate, for Adam and its variants.
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Abstract

In this talk, we present an abstract framework, which provides convergence of fully discrete approxi-
mations, using a nonconforming spatial approximation, to weak solutions of abstract pseudomonotone
problems. The method is illustrated on a Local Discontinuous Galerkin (LDG) approximation both of
the steady and unsteady p-Navier–Stokes system.

Keywords: Convergence of fully discrete approximations, Local Discontinuous Galerkin, p-Navier–Stokes sys-
tem.
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Abstract

We introduce a globally convergent relaxed Kacanov scheme for the computation of the discrete
minimizer to the p-Laplace problem with large p. The iterative scheme is easy to implement since each
iterate results only from the solve of a weighted, linear Poisson problem. It neither requires an additional
line search nor involves unknown constants for the step length. The rate of convergence is independent
of the underlying mesh. Using duality approach we are able to obtain the results for large p. This
complements the previous result for p < 2 obtained in [2]. The talk is based on the results with Diening
and Storn, see [1].
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Abstract

We propose a finite element discretisation of a three-dimensional non-Newtonian flow whose dynamics
are described by an Upper Convected Maxwell model. The scheme preserves structure in the sense
that the velocity is divergence-free and the overall discretisation is energy consistent with the underlying
problem. We investigate the problem’s complexity and devise relevant timestepping strategies for effcient
solution realisation. We showcase the method with several numerical experiments, confirm the theory
and demonstrate the efficiency of the scheme.

Keywords: non-Newtonian flow, upper convected Maxwell, Capillarity
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Abstract

We study the global regularity of solutions u of nonlinear systems depending on the symmetric gradient
εu := 1

2 (∇u+ ∇Tu). For example, this includes the symmetric p-Laplace system div(|εu|p−2εu) = 0 for
all 1 < p < ∞. Our result extends the prior results of Seregin and Shilkin [3] and Berselli and Růžička
[1, 2] by considering more general Orlicz-growth conditions.

Keywords: symmetric gradient, boundary regularity, Orlicz growth, p-Laplace system, non-linear elasticity
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Abstract

The classical arguments for obtaining error estimates for Finite Element discretisations of elliptic prob-
lems lead to more restrictive assumptions on the regularity of the exact solution when applied to non-
conforming methods. The work of Gudi [1] first got around this obstacle by employing tools from a
posteriori error analysis; however, the estimates obtained in [1] are not truly minimal in its regularity
assumptions, since a data oscillation term still appears in the error estimate. In a series of works [2, 3, 4],
Veeser and Zanotti were able to characterise genuinely quasioptimal discretisations of linear symmetric
elliptic problems, i.e. those in which the discretisation error is equivalent to the best approximation error;
in particular, they showed that a necessary condition is that the method be well-defined for forcing terms
in the dual space H−1(Ω), and they achieve this by constructing an appropriate smoothing operator Eh

that maps test functions into a conforming subspace. In the same spirit (but working with the equation
directly, since the Hilbert structure is not available), we derive for the first time error estimates for non-
linear problems with a p-structure that only assume the natural W 1,p-regularity of the exact solution,
and which do not contain any data oscillation terms.
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Abstract

Kačanov’s method is an efficient iterative nonlinear solver for a class of quasilinear elliptic diffusion equa-
tions. However, to guarantee the convergence to a solution of the given problem, the classical theorem
requires the diffusion coefficient to be monotonically decreasing. In particular, in the context of fluid
flows, convergence is only assured for shear-thinnig fluids. In this talk, we introduce a modified Kačanov
method, which allows for adaptive damping, and, thereby, to derive a new convergence analysis, which
no longer requires the standard monotonicity assumption. We further present two different adaptive
strategies for the practical selection of the damping parameter. Finally, the performance of the modified
scheme is demonstrated with some numerical experiments in the context of finite element discretisations.
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Abstract

We present convergence rates for solutions of the equations describing the unsteady motion of incom-
pressible shear-thickening fluids with homogeneous Dirichlet boundary conditions. A full space-time
semi-implicit scheme based on a backward Euler scheme in time and a Finite Element discretization in
space is considered. Berselli and Růžička were the first to obtain error estimates without the introduction
of intermediate semi-discrete problems in [1] which strongly inspired the presented proof.
The main novelty is the consideration of the shear-thickening case p > 2 for which convergence rates
have, up until now, only been proven for the generalized Stokes equation using intermediate semi-discrete
problems (see [2]).

Keywords: Space-time descretization, Generalized Newtonian fluids, Error analysis, shear-thickening

References
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Abstract

Most studies of patient-specific blood flow models prescribe a no-slip boundary condition at the walls.
Although its implementation is straightforward, its validity at the blood-vessel wall interface is ques-
tionable. It has been suggested in Nubar1971 that a slip boundary condition can be considered for
blood flow in certain situations. In [nolte2019], the slip boundary condition is used to compensate for
geometry inaccuracies in patient-specific blood flow simulations.

We will discuss the combination of a non-Newtonian blood viscosity model with a Navier-type slip
boundary condition, which assumes a linear proportionality between the tangential part of the wall
velocity and the shear stress using an additional parameter. We incorporate the slip condition into a
weak formulation using Nitsche method, [Chabiniok2021, Chabiniok2022]. We then discuss some
implementation issues associated with its discretization using the finite element method and the efficient
numerical solution of the resulting nonlinear system.

Keywords: Navier-Stokes equations, slip boundary condition, blood flow
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Abstract

In this talk, we propose a Local Discontinuous Galerkin (LDG) approximation for systems of p-Navier–
Stokes type involving a new numerical flux in the stabilization term and a new discretization of the
convective term. A priori error estimates are derived for the velocity, which are optimal for all p > 2
and δ ≥ 0. A new criterion is presented that yields a priori error estimates for the pressure, which are
optimal for all p > 2 and δ ≥ 0.
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References
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Abstract
In standard finite element discretisations of power law Stokes problems

−div |∇u|r−2∇u+ ∇p = f, −div u = 0,

for certain ranges of the exponent r, suboptimal convergence rates are observed; see [1, 2]. For example,
using the mini element for powers r > 2, convergence rates r′/2 with the dual exponent r′ = r/(r − 1)
are proved, which are suboptimal due to r′/2 < 1 in this case. Numerical results confirm the theoretical
rates and thus show that the suboptimality is not just a technical artefact [1]. This can be explained
as follows: The nonlinear constitutive law acts on a subspace subject to the linear divergence constraint
with corresponding Lagrange multiplier, the fluid pressure. Consequently, the natural error measures
for the velocity and pressure are the quasi-norm energy distance and the Lr′ norm, respectively. The
suboptimal rates result now from the interaction of the velocity and the pressure error together with
some missmatch of their respective error measures.

In a series of papers, we have recently developed together with Pietro Zanotti and Rüdiger Verfürth,
pressure robust and quasi optimal variants of some standard Stokes discretisations; see e.g. [3] Here one
main feature is that the velocity error is fully decoupled from the pressure. We shall demonstrate for
the Crouzeix-Raviart first order velocities with piecewise constant pressure, that the developed pressure
robust techniques can be used to remedy the suboptimal approximation results for nonlinear Stokes
problems. In particular, we prove first order convergence of the velocity error in the quasi-norm inde-
pendently of the exponent r.

If time permits, we conclude the talk by extending the ideas to construct quasi-optimal and pressure
robust quadratic velocity approximations in 2 dimensions.
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Abstract

The flow of incompressible non-Newtonian fluids is determined by non-linear constitutive relation be-
tween the stress tensor and the strain rate. Besides this, many non-Newtonian fluids also exhibit complex
behaviour at the boundary. Phenomena such as slip, stick-slip and dynamical boundary conditions are
typical examples.

Existence of weak solutions for the incompressible fluid flow subject to such boundary conditions is
proved in [1]. For the numerical approximation with finite elements one has to circumvent the so-called
Babuška paradox [2]. This refers to the fact, that when imposing inhomogeneous boundary conditions
strongly, the approximate solutions may converge to a function that does not satisfy the boundary
conditions. For this reason we employ the Nitsche penalisation approach, cf. [3]. By this means, for
polytopal domains and certain mixed finite element spaces we investigate convergence properties of the
approximate solutions.
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Abstract

Humans have always been interested in fluids. However, many interesting aspects have not been under-
stood yet. In this talk we focus on regularity results for power-law fluids in the regime of laminar flow.
These are modelled by the p-Stokes system.

Already in the absence of turbulence, additional difficulties arise through the non-linear structure
of the system as well as the low regularity of the stochastic perturbation. We will elaborate on the
difficulties and try to build up an intuition on what regularity is natural. Finally, we present the
temporal regularity results and give an application of the natural regularity within the development of
numerical algorithms.

Keywords: Power-law fluids, SPDEs, Strong solutions, Regularity
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Abstract
The efficient numerical approximation of multi-physics and multi-scale problems is associated with an
ever-increasing complexity. This increases even further if one of the subproblems is additionally assumed
to be convection-dominated. Challenges include, inter alia, different characteristic time scales, different
characteristic spatial scales by means of layers and sharp moving fronts, and thus an efficient handling
of the underlying discretization parameters in space and time likewise. In order to increase numerical
efficiency, we present a cost-efficient space-time adaptive algorithm based on the Dual Weighted Resid-
ual (DWR) method applied to a coupled model problem of flow and convection-dominated transport.
Here, the transport problem is modeled by a convection-diffusion equation, whereas the flow problem
is modeled by a viscous time-dependent Stokes flow problem. Consistent with an underlying goal func-
tional, local error indicators manage the adaptive mesh refinement process automatically by marking
the respective cells in space and time. The algorithm includes a multirate approach using different time
step sizes adapted to the dynamics and characteristic scales of the respective subproblems. Moreover,
the interaction of goal-oriented error control and stabilization techniques is analyzed. In numerical ex-
amples, we show robustness and efficiency of the underlying algorithm and demonstrate the importance
of stabilization in a strongly convection-dominated case. Finally, the efficient solution of the algebraic
systems with block structure of growing complexity for higher order polynomial degrees in time is briefly
addressed. The potential of a flexible geometric multigrid preconditioner is illustrated.

Keywords: Coupled Problems, Space-Time Adaptivity, Goal-Oriented A Posteriori Error Control, Dual Weighted
Residual Method, SUPG Stabilization, Multirate, Cost-Efficiency, Geometric Multigrid Method
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Abstract
The talk presents some results of our recent works [1, 2]: For a bounded Lipschitz domain Ω ⊂ Rd and
given f, g ∈ L2(Ω), we aim to approximate the linear goal quantity

G(u⋆) :=

∫

Ω

g u⋆ dx

where u⋆ ∈ H1
0(Ω) is the weak solution of the semilinear elliptic PDE

−div(A∇u⋆) + b(u⋆) = f in Ω subject to u⋆ = 0 on ∂Ω. (1)

Here, the diffusion matrix A ∈ Rd×d
sym is uniformly positive definite, and the smooth nonlinearity b( · ) is

monotone and satisfies certain growth conditions. For a conforming FEM subspace XH ⊂ H1
0(Ω), the

discrete formulation of the primal problem (1) reads: Find u⋆H ∈ XH such that

⟨A∇u⋆H ,∇vH⟩ + ⟨b(u⋆H), vH⟩ = ⟨f, vH⟩ for all vH ∈ XH , (2)

where ⟨v, w⟩ :=
∫
Ω
v w dx denotes the L2(Ω)-scalar product.

We approximate G(u⋆) by means of the computable quantity G(u⋆H). The optimal error control of
the goal error G(u⋆) −G(u⋆H) involves the (practical) dual problem: Find z⋆[u⋆H ] ∈ H1

0(Ω) such that

⟨A∇z⋆[u⋆H ],∇v⟩ + ⟨b′(u⋆H)z⋆[u⋆H ], v⟩ = G(v) for all v ∈ H1
0(Ω),

while the FEM implementation will deal with its Galerkin approximation z⋆H [u⋆H ] ∈ XH . We prove the
goal error estimate

C−1|G(u⋆) −G(u⋆H)| ≤ ∥u⋆ − u⋆H∥H1
0(Ω) ∥z⋆[u⋆H ] − z⋆H [u⋆H ]∥H1

0(Ω) + ∥u⋆ − u⋆H∥2H1
0(Ω).

Based on residual error estimators, we formulate a goal-oriented adaptive algorithm (GOAFEM), which
guarantees convergence and, as the main contribution, optimal algebraic convergence rates [1]. As an
extension, we briefly discuss a cost-optimal solve-module that steers the interplay of discretization and
linearization for semilinear problems [2].

Keywords: goal-oriented adaptive algorithm, optimal convergence rates, semilinear PDEs, quantity of interest,
a posteriori error estimation
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Abstract
When solving numerically partial differential equations (PDEs), we are often not interested in the ap-
proximate solution itself but in a quantity of interest given by a (possibly nonlinear) target functional.
In order to estimate the error of the quantity of interest, an adjoint problem has to be formulated and
solved, cf. [1, 5]. For nonlinear PDEs, the adjoint problem has to be set on a linearization (usually
differentiation) of the primal one. The error arising from the linearization of the primal problem and
the target functional are usually neglected, an exception is the numerical analysis in [4].

In this talk, we present a novel approach where the errors arising from the linearization of the PDE
and the target functional are not neglected but appear as additional terms in the final error estimate,
cf. [2]. For practical computations, these terms are approximated by a local higher-order reconstruction
operator. The presented approach is not restricted to the linearization by a differentiation but additional
covers other types of linearizations; for example, the Kačanov method or Zarantonello iterations.

Finally, we present an adaptive algorithm which equilibrates the discretization, linearization and
algebraic errors. Several numerical examples demonstrate the efficiency of this algorithm in connection
with a standard mesh adaptive technique and the anisotropic hp-mesh adaptation [3].
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Abstract

In this talk, we derive efficiency and reliability for goal oriented error estimation using higher-order
interpolations and enriched solutions. In [2], efficiency and reliability was already shown for enriched
approximations. However, the computation of enriched solutions requires a lot of resources. In literature,
this problem can be solved by using some higher-order interpolation. Here, we derive a similar result
for arbitrary interpolations. Similar as in [2], we require a saturation assumption for the goal functional
evaluated the interpolation. The results of our results can be used to create a new family of algorithms.
The talk will be concluded with some numerical test.

Keywords: Regularized parabolic p-Laplacian, goal-oriented adaptivity, efficiency, reliability
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Abstract
In this presentation, the dual-weighted residual (DWR) method [1, 2] is applied to obtain a certified
incremental proper orthogonal decomposition (POD) based reduced order model [3]. A novel approach
called MORe DWR (Model Order Reduction with Dual-Weighted Residual error estimates) [4] is being
introduced. It marries tensor-product space-time reduced-order modeling with time slabbing [5] and an
incremental POD basis generation [6] with goal-oriented error control based on dual-weighted residual
estimates. The error in the goal functional is being estimated during the simulation and the POD basis is
being updated if the estimate exceeds a given threshold. This allows an adaptive enrichment of the POD
basis in case of unforeseen changes in the solution behavior which is of high interest in many real-world
applications. Consequently, the offline phase can be skipped, the reduced-order model is being solved
directly with the POD basis extracted from the solution on the first time slab and –if necessary– the
POD basis is being enriched on-the-fly during the simulation with high-fidelity finite element solutions.
Therefore, the full-order model solves can be reduced to a minimum, which is demonstrated on numerical
tests for the heat equation and elastodynamics. We conclude the talk with recent developments and
preliminary extensions of our presented framework.

Keywords: Tensor-Product Space-Time Reduced-Order Modeling, Dual-Weighted Residual method, goal-
oriented error control, incremental Proper Orthogonal Decomposition
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2Institute of Information Technology, JAMK University of Applied Sciences

{vihebeha, ilkka.polonen}@jyu.fi; monika.wolfmayr@jamk.fi

Abstract

Uncertainty errors have been dealt with in the past using propabilistic methods [3] and analytical meth-
ods such as the worst case scenario method [2]. More recently analytical bounds for the radius of the
solution set have been derived using a posteriori error estimates of the functional type [1]. Propabilistic
methods which usually involve Monte-Carlo sampling are computationally very expensive and analytical
methods for complex PDE’s tend to be either unknown or unsatisfactorily coarse. We suggest using
neural networks to approximate the radius of the solution set for an uncertain problem. A dataset was
made for training such a network in the case of the Poisson equation with an uncertain source term.
One training example has as input two source term functions of the poisson equation and as output the
distance between the two different solutions generated by the source terms. The neural network performs
in a comparable way to analytical bounds (which come from functional a posteriori estimates) and a raw
monte-carlo sampling computation. This will be attempted for nonlinear PDE’s in later research.

Keywords: Uncertainty quantification, Neural Networks
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Abstract
In this talk, we present two adaptive methodologies for the efficient simulation of porous media.

In the first part of this talk, we apply the MORe DWR (Model Order Reduction with Dual-Weighted
Residual error estimates) algorithm [1] to a benchmark problem from poroelasticity. The MORe DWR
method introduces a goal-oriented adaptive incremental proper othogonal decomposition (POD) based
reduced order model (ROM). Therein, the error in the reduced goal functional is being estimated during
the simulation and the POD basis is being enriched on-the-fly if the estimate exceeds a given threshold,
which reduces the total number of full-order model solves for the simulation of the porous medium.

In the second part of this talk, we propose and computationally investigate a monolithic space-time
multirate scheme for the displacement equation coupled to Darcy flow in a poro-elastic medium. The
novelty lies in the monolithic formulation of the multirate approach as this requires a careful design
of the functional framework, corresponding discretization, and implementation. Our method of choice
is a tensor-product Galerkin space-time discretization. The methodology is applied to the well-known
Mandel’s benchmark [3].

Keywords: Reduced-Order Modeling, Space-Time FEM, Dual-Weighted Residual method, Goal-oriented error
control, incremental Proper Orthogonal Decomposition, multirate, temporal discretization, Mandel benchmark
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Abstract
We consider goal-oriented adaptive space-time finite-element discretizations of the regularized parabolic
p-Laplace problem on completely unstructured simplicial space-time meshes. The adaptivity is driven
by the dual-weighted residual (DWR) method since we are interested in an accurate computation of
some possibly nonlinear functionals at the solution. Such functionals represent goals in which engineers
are often more interested than the solution itself. The DWR method requires the numerical solution of
a linear adjoint problem that provides the sensitivities for the mesh refinement. This can be done by
means of the same full space-time finite element discretization as used for the primal non-linear problems.
The numerical experiments presented demonstrate that this goal-oriented, full space-time finite element
solver efficiently provides accurate numerical results for different functionals.

Keywords: Regularized parabolic p-Laplacian, space-time finite element discretization, goal-oriented adaptivity
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Abstract
The finite cell method is a combination of a fictitious domain method with a finite element method. It
is based on the replacement of the possibly complicated physical domain by an embedding domain of a
geometrically simple shape which can easily be meshed. The variational formulation of the problem and
its finite element discretization is defined on the embedding domain. An indicator function is used to
incorporate the geometry of the physical domain. Mainly two computational error sources occur in the
finite cell method: the discretization error and the quadrature error.

The talk presents some concepts of the finite cell method and discusses a posteriori error control
for this method. The focus is on the application of the dual weighted residual approach (DWR) which
enables the control of the error with respect to a user-defined quantity of interest. Based on the DWR
approach, an adaptive strategy is proposed which tries to balance the error contributions resulting from
discretization and quadrature. The strategy consists in either refining the finite cell mesh or its associated
quadrature mesh. Several numerical experiments demonstrate the applicability of the error control and
the adaptive scheme for linear and nonlinear problems.
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Abstract
For a given bounded Lipschitz domain Ω ⊂ Rd and given right-hand side f ∈ L2(Ω), we consider the
nonsymmetric second-order linear elliptic PDE

−div(A∇u⋆) + b · ∇u⋆ + c u⋆ = f in Ω subject to u⋆ = 0 on ∂Ω, (1)

with diffusion matrix A ∈ [L∞(Ω)]d×d
sym , convection term b ∈ [L∞(Ω)]d, and reaction term c ∈ L∞(Ω).

With the principal part a(u, v) := ⟨A∇u,∇v⟩L2(Ω), the weak form of (1) seeks u⋆ ∈ H1
0 (Ω) with

b(u⋆, v) := a(u⋆, v)+⟨b·∇u⋆+c u⋆, v⟩L2(Ω) = ⟨f, v⟩L2(Ω)+⟨f ,∇v⟩L2(Ω) =: F (v) for all v ∈ H1
0 (Ω). (2)

We suppose that b( · , · ) satisfies the assumptions of the Lax–Milgram lemma on H1
0 (Ω) so that (2)

admits a unique solution u⋆ ∈ H1
0 (Ω). In contrast to standard adaptive FEM that aims to approximate

u⋆ ∈ H1
0 (Ω), goal-oriented adaptive FEM aims at computing a linear quantity of interest, e.g., G(u⋆),

e.g., G(u⋆) := ⟨g, u⋆⟩L2(Ω) for given g ∈ L2(Ω). The so-called dual problem seeks z⋆ ∈ H1
0 (Ω) such that

b(v, z⋆) = G(v) for all v ∈ H1
0 (Ω). (3)

By defining the discrete goal GH(uH , zH) := G(uH) +
[
F (zH) − b(uH , zH)

]
for finite element approxi-

mations uH ≈ u⋆ and zH ≈ z⋆, we can exploit continuity of b( · , · ) to control the goal error by

|G(u⋆) −GH(uH , zH) = |b(u⋆ − uH , z
⋆ − zH)| ≤ C ∥u⋆ − uH∥H1

0 (Ω) ∥z⋆ − zH∥H1
0 (Ω). (4)

We formulate and analyze a goal-oriented adaptive finite element algorithm that steers the adaptive
mesh refinement, and the inexact iterative solutions of the arising linear systems in the spirit of [1].
While the analysis in [3] for symmetric PDEs (with b = 0) is considerably less challenging, the iterative
solver for the nonsymmetric problem employs, as an outer loop, the so-called Zarantonello iteration to
symmetrize (2)–(3) and, as an inner loop, an optimal geometric multigrid algorithm [2]. We prove that
the proposed goal-oriented adaptive iteratively symmetrized finite element method (GAISFEM) leads
to full linear convergence and, as our main contribution, to optimal convergence rates with respect to
the overall computational cost, i.e., the total computational time.

Keywords: nonsymmetric PDEs, goal-oriented adaptive finite element method, optimal convergence rates,
cost-optimality
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Abstract
We consider the following Poisson problem: Let u : Ω → R be the solution of

−∆u = f in Ω, u = 0 on ∂Ω, u = g on Γg

in the domain Ω ⊂ Rd, d ∈ {2, 3}. In this case, f and g are given functions and Γg is a lower dimensional
closed manifold in the interior of Ω.
Now mixed finite elements are developed and analyzed which realize the condition u = g on Γg in the
weak sense. On the one hand, relating to the domain triangulation with quadrilaterals and the grid
size h, we choose piecewise bilinear functions for the solution space. On the other hand, the Lagrange
multiplier is approximated with piecewise constant functions on an exact discretization of Γg with grid
size H. The approximation of the Lagrange multiplier is independent of the discretization of the domain.
We show the inf-sup stability for H/h small enough. Satisfying the above condition increases the numerical
complexity due to the non-matching meshes. For this reason, we consider a second approach, using the
same solution spaces but also taking into account the domain discretization in the approximation of
the Lagrange multiplier. We ensure the inf-sup condition by adding least-squares residual terms to the
original bi-linear and linear forms as in [1]. We perform an a priori error analysis for both approaches.
In this talk, we discuss especially the a posteriori error estimation using the dual weighted residual
(DWR) method for these two solution approaches. The problem we consider is motivated by the handling
of Dirichlet boundary conditions in the fictitious domain approach.

Keywords: finite cell methods, mixed finite element methods, elliptical problem
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Abstract

A posteriori estimates enable to certify errors committed in numerical approximations of solutions of
partial differential equations. For linear model problems, the equilibrated flux reconstruction technique
yields an upper bound on the unknown error which is guaranteed and fully computable. It is, importantly,
also robust, i.e., the overestimation factor (effectivity index) is uniformly bounded in all situations:
for any domain size and shape, problem data, regular or singular exact solution, as well as for all
combinations of the two basic discretization parameters – the number of mesh elements (mesh size h)
and the polynomial degree p. Moreover, the flux, obtained by a local postprocessing, is of independent
interest since it is always locally conservative.

This talk addresses nonlinear problems, where standard approaches do not give estimates robust with
respect to the strength of the nonlinearities (the overestimation factor increases when the problem is
more and more nonlinear). We consider nonlinear strongly monotone and Lipschitz-continuous elliptic
problems and derive estimates that include, and build on, common iterative linearization schemes such
as Zarantonello, Picard, Newton, or M- and L-ones. We derive two approaches that give robustness: we
either estimate the energy difference that we augment by the discretization error of the current lineariza-
tion step, or we design iteration-dependent norms that feature weights given by the current linearization
iterate. The second setting allows for error localization and an orthogonal decomposition into discretiza-
tion and linearization components. Numerical experiments illustrate the theoretical findings, with the
overestimation factors close to the optimal value of one for any strength of the nonlinearities. Details
are given in [1,2].

Keywords: nonlinear elliptic problem, finite element method, iterative linearization, energy difference, residual,
dual norm, a posteriori error estimate, robustness, equilibrated flux reconstruction
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Abstract

Shape changes of single cells are governed by the actomyosin cortex, a thin layer of active material
underneath the cell surface. Besides the imposed rigidity, the cortical surface exerts an active contractile
tension, the strength of which being controlled by the concentration of force-generating molecules. The
complex interplay of molecule transport and surface hydrodynamics gives rise to pattern formation and
self-organized shape dynamics. Despite the biological importance of these phenomena, the system is far
from being understood. To improve this understanding, we present a numerical model of such an active
surface immersed in viscous fluids [4]. The cortex is modelled as a viscoelastic surface material, described
by a freely evolving Finite-Element grid [2]. The dynamics is coupled to a surface concentration equation
of force-generating molecules (e.g. actomyosin). We analyze the emerging mechanochemical patterns and
shape changes and show that the activity of the surface can lead to cell division or cell migration [1, 3].
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Abstract

Biochemical reaction networks (BRNs) consist of species that collaborate and adjust the dynamics of
each other via reaction channels. These networks generally have a multi-scale nature concerning the
reaction rates and species abundances. In [1], the authors proposed jump-diffusion approximation to
exploit this multi-scale nature. The strategy of this hybrid model is to separate the BRN into fast and
slow reaction sets and model the fast set by using Langevin approximation while a Markov jump process
is maintained for the slow set. Generally, it is a difficult task to estimate the unknown states/parameters
of BRNs, therefore, statistical methods that can be utilized to infer these hidden quantities are needed.

In this talk, we develop a Gibbs sampling strategy, namely the blocked Gibbs particle smoothing
algorithm, which combines a Sequential Monte Carlo (SMC) algorithm involving forward-filtering and
backward-smoothing steps and a Monte Carlo Markov chain (MCMC) based method to estimate the
hidden states/parameters of BRNs modeled with the jump-diffusion approximation. The algorithm is
a two-layered algorithm including state and parameter inference steps. In the state inference step, we
sample hidden states from the conditional posterior distribution of the states given the reaction rates
and the observation data by utilizing a forward-filtering backward-smoothing algorithm based on the
bootstrap filter [2]. In the parameter inference step, we sample from the conditional posterior distribution
of the reaction rates given the states obtained in the state inference step and the observation data using
a MCMC method [3]. Finally, we present numerical results for a multi-scale birth-death process to
validate the algorithm’s efficiency.

Keywords: Jump-diffussion approximation, Markov chain Monte Carlo, sequential Monte Carlo, Gibbs sam-
pling, bootstrap filtering
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Abstract

Stochastic models of cell populations are capable of capturing features that arise from the inherent
variability of biological processes. The probabilistic nature of these models are also particularly useful
when we seek to infer, e.g., Bayesian posterior distributions from biological data. However, stochastic
models are notoriously difficult to analyse and thus achieving a good model understanding is more
computationally demanding than for models that are amenable to analysis.

In this minisymposium talk, we present the morphological stability analysis of a stochastic cell pop-
ulation model of avascular tumor growth using the model’s mean-field counterpart. We investigate the
emergent morphological properties of the deterministic mean-field model using linear stability analysis
and show how the morphological instabilities of the stochastic model can be partially understood as
perturbations in the deterministic model. As an example, we find that morphological instabilities are
amplified during nutrient starvation and that the Saffman-Taylor instability plays a central part in the
morphological development of our model.

In short, we talk about how the morphological properties of a stochastic model of avascular tumor
growth can be analysed from the perspective of its mean-field counterpart.

Keywords: Avascular tumor modeling, Cell population modeling, Morphological stability
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Abstract

Radiotherapy is a widely used method in cancer therapy, and it uses high doses of radiation to kill
cancer cells and shrink tumours by exposing them to high-energy rays. The accurate calculation of radia-
tion dosage is a critical component of radiotherapy treatment planning, relying heavily on mathematical
models that incorporate the heterogeneous properties of tumours. Recently, deterministic models have
gained attention due to their ability to simplify the calculations while maintaining accuracy.

In this talk, I will explore the application of the Boltzmann transport equation (BTE) in radiother-
apy treatment planning, showcasing its effectiveness in modelling the behaviour of tumours. I will also
demonstrate how dose deposition models and tumour growth models can be integrated to provide a com-
prehensive understanding of the dynamics of tumours following radiotherapy treatment. Additionally, I
will discuss the use of the finite element method (FEM) to simulate real-world clinical cases, allowing
for more accurate predictions of patient outcomes.

Finally, I will highlight the significance of magnetic resonance imaging (MRI) data in extracting
tumour properties and its role in enhancing dose calculation models.

Keywords: Finite element method, Radiative particle transport, Boltzmann transport equation, Numerical
methods, DIPG, Mathematical modelling, Photon transport
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Abstract

Stochastic individual-based modelling approaches allow for the description of single cells in a biological
system. These models generally include rules that each cell follows independently of other cells in the
population and allow for heterogeneity of population to be considered. However, these models cannot
be analysed mathematically. Therefore, it can be beneficial to derive the corresponding deterministic
model from the underlying random walk of the stochastic model. The resulting deterministic models,
usually partial differential equations (PDEs), can then be analysed to provide further information about
the biological systems studied. We have developed a range of simple IB models that describe biological
systems with various properties of interest, such as chemotaxis and pressure-dependent growth and
proliferation. Ultimately, the results illustrate how the simple rules governing the dynamics of single
cells in our individual-based model can lead to the emergence of complex spatial patterns of population
growth observed in continuum models. These models can be applied to a variety of biological situations
such as bacterial population growth and tumour invasion processes.
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Abstract

Microglia, the resident immune cells of the brain, have recently been found to play key roles in neuronal
development and synapse formation. By contrast, the mechanisms that drive microglia to acquire their
mature functions remain poorly understood. We address this knowledge gap by developing a data-
inspired mathematical model for mouse microglia development following birth. We apply Bayesian
inference and model selection techniques to fit and evaluate several different mathematical frameworks
that aim to describe in vivo observations of how the density of microglia change over time in the
cerebellum and hippocampus. We find that a model in which microglia form a heterogeneous population
best explains the available data. The fitted parameter values suggest that the basis of this heterogeneity
lies in the ability of cells to proliferate. Individual model simulations imply that microglia transition from
a highly proliferative to a more quiescent phenotype in the weeks following birth, with this change largely
driven by interactions with other brain cells such as neurons or radial glial cells. Our model predictions
motivate new biological experiments confirming the existence of such proliferative heterogeneity and
demonstrate the synergistic benefits of collaboration between theoretical and experimental biologists.

Keywords: Bayesian inference, data-driven modeling, model selection, microglia, developmental biology, popu-
lation dynamics
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Abstract

Digital twin is the projection of the real world object to the digital world. It has been widely used to
study the biological and medical phenomena such as to understand the biomechanical growth control
mechanisms of liver regeneration [1] and to explore the extrapolation strategies for drug-induced liver
injury [2]. In this talk, we present a digital twin of the liver and its application to drug-induced liver
damage, liver regeneration and fibrosis formation as a prominent example of a disease process. This
digital twin is based on a biophysics-based computational model which can accurately capture the de-
formation of cells, capillaries, and extracellular matrix according to their biomechanical properties. As
drug-induced damage overdosing paracetamol (acetaminophen) is studied in a multilevel model integrat-
ing drug detoxification in each individual hepatocytes according to the processes in the respective liver
zones (zonatation). The regeneration process triggered by the drug is based on a complex cross-talk
between cells exchanging extracellular signals. This intercellular signaling network is integrated into the
digital twin to allow the communication between various cell types through corresponding signals. We
show that for the application of liver regeneration, the digital twin could help identify a set of successful
alternative mechanisms controversly discussed in the biological and medical community for a perfect
liver recovery and predict the effect of depletion certain cell types[3]. Repetitive damage has been shown
to cause fibrosis characterized by deposition of extracellular matrix but the mechanism leading to the
characteristic spatial pattern of fibrosis are not understood. The digital twin proposes a mechanism
of how the fibrotic pattern is formed. In summary, here we show the potential of the digital twin for
studying complex biological/medical problems at subcellular level and its role as a pillar complementary
to real-world experiments in future.

Keywords: Digital twin, Cell mechanics, Intercellular signal network, Liver regeneration & fibrosis
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Abstract

The subject of this work is a stochastic Galerkin method for second-order elliptic partial differential
equations with random diffusion coefficients. It combines operator compression in the stochastic variables
with adaptive finite-element approximation in the spatial variables. We provide a convergence analysis
for the method. Numerical experiments illustrate optimal or close to optimal complexity.

Keywords: parameter-dependent elliptic partial differential equations, stochastic Galerkin method
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Abstract

We consider the stochastic Landau-Lifschitz-Gilbert equation, an SPDE model for dynamic micromag-
netism. We first convert the problem to a (highly nonlinear) PDE with parametric coefficients using the
Doss-Sussmann transform and the Lévy-Ciesielsky parametrization of the Brownian motion. We prove
analytic regularity of the parameter-to-solution map and estimate its derivatives. These estimates are
used to to prove convergence rates for piecewise-polynomial sparse grid methods. Moreover, we propose
novel time-stepping methods to solve the underlying deterministic equations.

Keywords: Landau-Lifshitz-Gilbert equation, sparse grids, approximation
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Abstract

Partial differential equations (PDEs) with uncertain or random inputs have been considered in many
studies of uncertainty quantification. In forward uncertainty quantification, one is interested in ana-
lyzing the stochastic response of the PDE subject to input uncertainty, which usually involves solving
high-dimensional integrals of the PDE output over a sequence of stochastic variables. In practical
computations, one typically needs to discretize the problem in several ways: approximating an infinite-
dimensional input random field with a finite-dimensional random field, spatial discretization of the PDE
using, e.g., finite elements, and approximating high-dimensional integrals using cubatures such as quasi-
Monte Carlo methods. In this presentation, we focus on the error resulting from dimension truncation
of an input random field. Using a Taylor series approach we obtain theoretical dimension truncation
rates for a wide class of problems and we provide a simple checklist of conditions that a parametric
mathematical model needs to satisfy in order for our dimension truncation error bound to hold. Some
of the novel features of our approach include that our results are applicable to non-affine parametric
operator equations, dimensionally-truncated conforming finite element discretized solutions of paramet-
ric PDEs, and even compositions of PDE solutions with smooth nonlinear quantities of interest. As a
specific application of our method, we derive an improved dimension truncation error bound for elliptic
PDEs with lognormally parameterized diffusion coefficients. Numerical examples support our theoretical
findings.

Keywords: Numerical integration, uncertainty quantification, parametric partial differential equation, lognor-
mal random field
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Abstract

We study the numerical solution of forward time-harmonic acoustic scattering problems by rough ran-
domly deformed obstacles in three-dimensional space using a fast isogeometric boundary element method.
As in [1], realizations of the random scatterer can efficiently be computed by simply updating the NURBS
mappings which represent the scatterer. However, unlike [1], we consider a rough random deformation
field on the boundary determined by an identity expectation and a covariance operator with slowly
decaying eigenvalues. Employing samplets, cp. [2], for the compression of the covariance operator, we
use the Cholesky decomposition with nested dissection reordering to obtain a representation of the de-
formation field. Due to the slow decay of the covariance operator’s eigenvalues, higher order quadrature
methods for the computation of quantities of interest, such as the scattered wave’s expectation and cor-
relation in free space via an artificial, fixed interface enclosing the random obstacle, are not indicated.
Therefore, we resort to the multilevel Monte Carlo method. Numerical results for the forward problem
validate the proposed approach.

Keywords: Uncertainty Quantification; Helmholtz scattering; Isogeometric Analysis; Boundary Integral Meth-
ods; Samplets; Multilevel Monte Carlo
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Abstract

I will be talking about a kernel-based method for estimating a probability density function (pdf) from
an i.i.d. sample. Our estimator is a linear combination of kernel functions, the coefficients of which are
determined by a linear equation. I will present an error analysis for the mean integrated squared error in
a general reproducing kernel Hilbert space setting. This theory is then applied to estimate pdfs belonging
to weighted Korobov spaces, for which a dimension independent convergence rate is established. Under
a suitable smoothness assumption, our method attains a rate arbitrarily close to the optimal rate.

This talk will be based on [1].

Keywords: Density estimation in high dimensions, Kernel approximation in high dimensions, Quasi-Monte
Carlo methods
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Abstract

Complex physical phenomena can often be described by PDEs with random coefficients, possibly
involving a large number of uncertain parameters. Crucially, the presence of such uncertainty might
render into very different behavior of the modeled phenomenon, e.g. due to the randomness of the
stability region of an equilibrium.

In this talk, we consider model equations such as the Allen-Cahn equation with polynomial nonlin-
earity. We take a look at bifurcation diagrams and regard them as random objects, meaning that e.g.
equilibria and bifurcation points are random quantities. As such, they call for uncertainty quantification
methods. In particular, we investigate the forward uncertainty quantification problem, i.e. the propa-
gation of the uncertainty of the model coefficients to such quantities by means of sparse grids and the
polynomial chaos method.

Keywords: PDEs with pametric uncertainty, linear stability, bifurcation points
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Abstract

We present an adaptive algorithm for the computation of quantities of interest of random elliptic partial
differential equations. We consider PDE problems where the source of randomness is given by the
diffusion coefficient which is parametrized by means of a Kahunen-Loève expansion. One common
approach is to approximate the equivalent parametric problem by a restriction of the countably infinite
dimensional parameter space to a finite-dimensional parameter set and subsequently apply a spatial
discretization and an approximation in the parametric variables.

In our method, we use a dimension-adaptive sparse grid approach to balance a stochastic collocation
method with the spatial discretization. In contrast to established methods with uniform finite element
meshes, we apply an adaptive finite element method as spatial discretizaton.

Our adaptive algorithm uses the benefit-cost ratio to steer the adaptive process in the dimension-
adaptive combination technique and to balance the quadrature levels with different spatial discretiza-
tions. In order to define a hierarchy of spatial discretization, we consider a decreasing sequence of error
tolerances and construct non-uniform meshes using suitable adaptive finite element error estimators.

Applying an adaptive spatial refinement, allows us to adjust to the spatial regularity of the problem
and our method performs well even if spatial singularities are present.

Keywords: uncertainty quantification, high-dimensional approximation, adaptive sparse grids, combination
technique, adaptive finite elements
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Abstract

In this talk, we consider the minimization of the expected value of a functional constrained by a random
elliptic partial differential equation. One common approach to solve such problems is to discretize a-
priori the probability space by replacing the continuous expectation with a Monte Carlo or Quasi Monte
Carlo approximation. Since the computational cost grows with the number of quadrature nodes, several
techniques have been proposed in the last years to ease the computational burden, including sparse grids
and multilevel Monte Carlo methods. However, the methods proposed have the drawback of involving
negative quadrature weights which may lead to the loss of the convexity of the continuous optimization
problem. In this work, we propose a novel and different approach to use general multilevel quadrature
formulae to solve optimal control problems under uncertainty, while preserving the properties of the
continuous optimization problem. We conclude by showing the efficacy through numerical experiments
on nonlinear problems.

Keywords: optimization under uncertainty, combination technique, parametric regularity, sparse grids, MLMC
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Abstract

The Integrate and Fire model is a class of mean-field evolutionary equations which describes the activity
of a population of neurons via their membrane potential. The structure of this equation is shared by
many models of neural network, and the investigation of its qualitative properties is still an open and
challenging question. We study the asymptotic behaviour of the linear I&F model, which presents a
singular boundary condition. We prove, via a Doeblin-Harris theorem [1], that the solutions converge
exponentially fast to the unique stationary state in a L1-weighted norm [3]. We additionally illustrate
some numerical simulations [2] for the model and (depending on time) for some generalizations of it.

Keywords: mathematical neuroscience, Doeblin-Harris theorem, asymptotic behaviour

References
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Abstract

Many of the mechanisms governing pattern formation in embryonic development have been identified
and described by systems of PDEs. As some of the parameters or functions in these PDEs may be
impossible to measure in laboratory conditions, we can use optimal control theory, in particular PDE-
constrained optimization, to identify them. Given experimental data as the desired states, we can pose a
minimisation problem so that the equations in the constraints evolve the state as close as possible to the
desired state while also minimising the amount of control (or external biological mechanism) applied. In
this talk, we will present a numerical solver for a problem with reaction-diffusion PDEs as constraints,
by making use of a preconditioner for the large-scale saddle-point problems that arise. Moreover, we will
discuss how to solve the numerical problems that arise when the PDEs are chemotaxis equations, present
the flux-corrected transport technique, and outline how this could be applied within the optimization
setting.

Keywords: Optimal control, PDE-constrained optimisation, Pattern formation, Chemotaxis equations, Flux-
corrected transport
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Abstract

The study of growing tumors has been a long-standing challenge in cancer research. For this reason
it has also been a recurrent modeling theme in silico, e.g., relying on PDEs or agent-based simulation
frameworks. Inspired by experimental progress and improved in vitro data streams we aim to develop
a Bayesian model of avascular tumors. This requires the development of a well-understood and highly
parsimonious computational model, preferably from first principles. The model should also be equipped
with a rigorous mathematical analysis, which enables the formation of sound Bayesian priors. The
challenge is then to intersect the available data with the computational model in a Bayesian sense.

In the talk, we will present a stability analysis of a certain mean-field PDE model, which serves as
the basis of our computational model. We will explain how a suitable likelihood can be deduced from a
stochastic interpretation of the model. We will also present preliminary results from a synthetic setting.

In summary, we take the first steps toward a Bayesian approach to analyzing experimental data
from in vitro tumors. We anticipate that our work opens up for an improved analytic understanding of
avascular tumor growth.

Keywords: Computational cell biology, Saffman-Taylor instability, Kalman filter, Avascular tumor model.
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Abstract

The advance in the experimental possibilities and availability of data allow us to develop complex models
for a better understanding of many different biological processes. In this talk we will set the stage for
the following talks, introducing the fundamental challenges and questions.

We discuss challenges to link mathematical models back to biological or medical data, how numerical
methods can contribute and how this leads to new mathematical research questions in modelling and
numerics. We will showcase the necessity for sophisticated modelling, as well as the development of
modern numerical schemes, taking examples from real clinical and biological applications.

Keywords: Multi-scale Modelling, Elliptic Partial Differential Equations, Parabolic Differential Equations,
Medical Imaging, Stationary Approximation
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Abstract

Cells sense and respond to local curvature [2], essentially by aligning the filaments with the principal
curvature directions. Such an alignment can be explained by extrinsic curvature effects, as established in
the theory of surface liquid crystals. In the context of cell alignment these implications are not explored.
We attempt to close this gap here with including terms to account for extrinsic curvature effects in our
energy.

Curvature influences not only the shape of a single cells, it also plays an important role regarding
cellular motion. Recently first experimental results point to a strong connection between (extrinsic) cur-
vature and collective cell rotation. This is mainly investigated for cylindrical epithelial tissues of MDCK
cells. Mathematically this has been modelled by a coarse-grained continuous active polar gel model [5]
with ad hoc added linear curvature terms, similar to [1]. These models neglect cellular properties and
cell interactions. We therefore propose a multiphase field model similar to [4] to take these properties
into account and add terms that account for extrinsic curvature contributions. We consider cylindrical
shapes and compare our results with the experimental data of MDCK cells [3]. Additionally we give a
short outlook on surfaces with non-constant Gaussian curvature.

Keywords: Collective Motion, Active Matter, Extrinsic Curvature Effects, Phase Field Model, Surface Cahn
Hilliard, Surface Finite Elements, Mathematical Biology
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Abstract

Recent experimental evidence suggests that axons, i.e. the slender protrusions of neurons that carry
electro-chemical signals to neighbouring cells, possess a very mechanosensitive cytoskeleton. In partic-
ular, the axonal cortex that surrounds the cytoplasm is capable of developing an active contractility
both in the axial and in the hoop directions [2] when the axon undergoes mechanical deformations or
alterations due to drugs. However, the mechanisms that guide the synergistic interplay between the
axial and circumferential active contractions are not yet fully elucidated.

Motivated by these observations, we present a mathematical model for axon mechanics based on the
active strain theory [1, 3]. The axon is considered as a continuum elastic body composed of an inner
passive part, representing the cytoplasm, and an outer coating able to actively contract in two directions.
Then, the evolution equations for the active strains are derived in a thermodynamically consistent way
by using the Coleman-Noll procedure. Such an approach allows to shed light on the coupling between
the axial and circumferential contractions, which naturally emerges through the Mandel stress tensor [1].
Under the simplifying assumption of incompressibility, we propose a qualitative analysis of the system
and prove the existence of a stable equilibrium solution for the active strains, which we study as a
function of the applied stretch. Finally, we discuss the numerical implementation of the model and show
the results of numerical simulations, compared with experimental data [2]. The results about variations
in the axonal diameter following drug treatments or uniaxial stretch are in very good agreement with
experimental findings. In particular, our model outcomes support the hypothesis of a coupled mechanism
between the axial and hoop active stretches.

Keywords: Axons, Active contractility, Nonlinear elasticity, Finite element simulations
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Abstract

We formulate, analyse and numerically simulate what are arguably the simplest Stokes-flow free boundary
problems relevant to tissue growth, extending the classical Stokes free boundary problem by incorporating
(i) a volumetric source (the nutrient-rich case) and (ii) a volumetric sink, a surface source and surface
compression (the nutrient-poor case). Both two- and three-dimensional cases are considered. A number
of phenomena are identified and characterised thereby, most notably a buckling-associated instability in
case (ii).

Keywords: Stokes flow, Free boundary problems, Finite elements, Tissue growth
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Abstract

Burn injuries can leave hypertrophic scars and/or contractures in skin. Hypertrophic scars impair the
patient’s appearance, and contractures negatively impact the patient’s mobility. Some burn injuries
develop both or one of the earlier-mentioned complications, whereas sometimes a burn with the same
characteristics does not at all lead to any problems. Our research is devoted to mathematically simulate
the evolution of post-burnt skin. The model is based on principles from morphoelasticity, where mi-
crostructural changes of the tissue are combined with stresses and displacement that result from cellular
traction forces. The mechanical model is nonlinearly coupled to a biochemical model for the balance
of several cell types (fibroblasts and myofibroblasts), chemokines and collagen. During the talk, some
mathematical issues will be addressed, such as monotonicity of the numerical solution, stability of the
(exact) solution [1], as well as stability of the numerical solution. Furthermore, we will show some of
the implications and uncertainty quantification [2] of the model as well as a clinical application of the
model [3, 4].
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Abstract

We consider the solution of linear systems arising from finite element discretisations of positive Maxwell
problems using domain decomposition. In order to provide a robust solver, we design adaptive coarse
spaces that complement a near-kernel space made locally from the gradient of scalar functions. The
new class of preconditioner is inspired by the idea of subspace decomposition, but is based on spectral
coarse spaces, and are specially designed for curl-conforming discretisations of Maxwell’s equations in
heterogeneous media. This extends results for the nodal auxiliary space preconditioner of Hiptmair and
Xu [1] to an approach that is further robust in the variable coefficient case and for non-convex domains
at the expense of a larger coarse space. Numerical results will demonstrate the effectiveness of our
approach even with the presence of many holes penetrating the domain, where the nodal auxiliary space
preconditioner fails.

Keywords: Maxwell’s equations, domain decomposition, preconditioning
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Abstract

Electromagnetic scattering problems in the context of time-varying material laws are a natural topic of
interest, both in the physical and the mathematical literature.

In the present talk, we study the numerical treatment of a scattering problem

ε±(∂t) ∂tE
± − curlH± = 0,

µ±(∂t) ∂tH
± + curlE± = 0,

in Ω±,

where ε(∂t) denotes a temporal convolution with a kernel function determined by the physical properties
of the medium. Inside of the scatterer Ω−, a general class of retarded material laws determines the
wave-material interaction. The above Maxwell equations are equipped with transmission conditions on
the boundary Γ = ∂Ω±,

γTE
− = γTE

+ + γTE
+
inc,

γTH
− = γTH

+ + γTH
+
inc,

on Γ,

enforcing continuity of the electromagnetic fields. The resulting problem formulation is nonlocal in time
(in the interior of the scatterer) and posed on an unbounded domain Ω+, thus creating a challenging
problem for practical computations.

In order to overcome these difficulties, a formulation based on time-dependent boundary integral
equations is proposed and analyzed, which is fully formulated on the surface of the scatterer. Discretizing
the boundary integral equation by convolution quadrature in time and boundary elements in space yields
a provably stable and convergent method, that is fully parallel in time and space. Under regularity
assumptions on the exact solution we derive error bounds with explicit convergence rates in time and
space.

Keywords: error analysis, full discretization, electromagnetic scattering problems, retarded material laws, con-
volution quadrature, boundary elements
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Abstract

In this talk, we consider a class of quasilinear wave equations

λ(u(t))∂2t u(t) = ∆u(t) + f(t, u(t), ∂tu(t)),

on a smooth, bounded domain. We discretize it in space with isoparametric finite elements, and apply
a semi-implicit Euler and midpoint rule as well as the exponential Euler method to obtain three fully
discrete schemes. We first derive error bounds in norms which are stronger than the classical H1 × L2

energy norm, and then show how this allows us to obtain only weak CFL-type conditions and to include
linear elements. We will first discuss the spatially discretized case in order to transfer the techniques to
the fully discrete case.

Keywords: error analysis, full discretization, quasilinear wave equation, nonconforming space discretization,
isoparametric finite elements, a-priori error bounds
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Abstract

Dealing with wave propagation problems presents challenges such as high-frequency oscillations and
singularities [2]. As a result, accurate finite element approximations may require high mesh resolution,
leading to large computational complexities. In this setting, suitable compression techniques, like the
Quantized Tensor Train (QTT) decomposition [4, 5], are necessary to make computations affordable.
The QTT decomposition is a multilevel construction that successively separates the levels of the data.
The reason why this tensor-structured approach is appealing is that it results in compressed and adaptive
approximations that rely on simple discretizations [1, 3]. In this talk, we devise a symplectic Hamiltonian
finite element method for the acoustic wave equation, motivated by the enhanced accuracy of energy-
preserving numerical methods. By employing a BPX preconditioner, the energy-conservative scheme
that we provide is uniformly well-conditioned with respect to the discretization parameter. We then
investigate the multilevel low-rank tensor structure of the proposed numerical scheme by exploiting the
self-similarity of data across different refinement levels, resulting in QTT complexity reduction.

Keywords: Acoustic wave equation, Quantized tensor train decomposition, Finite element method, Symplec-
ticity, BPX preconditioner
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Abstract

A nonlinear optimization method is proposed for the solution of inverse medium problems with spatially
varying properties. The inverse medium problem is formulated as a PDE-constrained optimization prob-
lem and solved by a standard gradient based method. Instead of a grid-based discrete representation,
however, the medium is projected to a finite-dimensional subspace [1, 2], which is iteratively adapted
during the optimization. Each subspace is spanned by the first few eigenfunctions of a linearized reg-
ularization penalty functional chosen a priori. The eigenfunctions are selected according to both their
approximation properties and the cost functional’s sensitivities [3]. By repeatedly adapting both the
dimension and the basis of the search space, regularization is inherently incorporated at each iteration
without the need for extra Tikhonov penalization. Convergence is proved under an angle condition,
which is included into the resulting Adaptive Spectral Inversion (ASI) algorithm. The ASI approach
compares favorably to standard grid-based inversion using L2-Tikhonov regularization when applied to
an elliptic inverse problem. The improved accuracy resulting from the new angle condition is further
demonstrated via numerical experiments from time-dependent inverse scattering problems.

Keywords: Inverse medium problem, wave scattering, full waveform inversion
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1Institute of Mathematics, École Polytechnique Fédérale de Lausanne
{bernard.kapidani, rafael.vazquez}@epfl.ch

Abstract
We present a new structure-preserving numerical method which exhibits high order convergence and,
contrarily to other high order geometric methods, does not rely on the geometric realization of any dual
mesh. We use B-spline based de Rham complexes to construct two exact sequences of discrete differential
forms: the primal sequence starts from the space of tensor-product splines which are of degree p in each
Cartesian direction and are at least continuously differentiable. Similarly, the dual sequence starts from
the space of tensor-product splines of degree p−1, which in the parametric domain coincides with the last
space of the primal sequence. The differential operators (gradient, curl and divergence) are synthesised
into the exterior derivative operator, and due to the high continuity of splines they are well defined both
for the primal and the dual sequence. The method is completed with two sets of discrete Hodge-star
operators, which relate the spaces of the two sequences, mapping the space of primal k-forms into the
space of dual (n − k)-forms, and vice versa. These discrete Hodge star operators encapsulate all the
metric-dependent properties, and discretise constitutive equations [1].

We introduce a particular choice of the discrete Hodge-star operators inspired by [1] and how to
compute them through the fast inversion of Kronecker product matrices. Their stability is ultimately
based on the stable pairing between univariate spline spaces of degree p and p − 2 [2, 3]. We apply
the method to the solution of the initial boundary value problem for Maxwell’s equations, where we
show it to exhibit high order convergence and energy conservation in the usual semi-discrete in space
sense, with computational times much lower than for standard Galerkin discretizations [4]. We will also
present preliminary results about the extension of the approach to multi-patch geometries, exploiting
discontinuous approximation spaces.

Keywords: Splines, Differential Forms, Maxwell, Discontinuous Galerkin
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Abstract
This talk aims to present a fully automated method for recovering the location of a source and medium
parameters in shallow waters. Specifically, we consider a scenario where an unknown source emits low-
frequency sound waves (typically less than 500 Hz) in a coastal environment. A single hydrophone
records the signal at a distance of more than 1 km from the source.

To model the shallow water environment, we use a semi-infinite Pekeris waveguide with a finite layer
of water and an infinite layer of sediments. One of the most commonly used and robust techniques to
solve the inverse problem in this scenario is Time-of-Arrival estimation (see, for instance, [1]). This
method involves measuring the modal travel times tn(ω) at the hydrophone and using this information
to estimate the distance to the source. Most existing experimental methods take advantage of the modal
dispersion curves in the time-frequency domain and consist in warping the signal to extract each modal
component, recovering the dispersion curves ω 7→ tn(ω) associated with each mode using time/frequency
analysis, and matching estimated dispersion curves with simulated replicas.

We aim here to present a completely automated method based on these techniques to recover source
location in shallow waters using different theoretical arguments:

• Theoretical tools are introduced to understand the robustness of the warping method, and an
automated way to separate modal components in the signal is provided.

• Using the spectrogram of each modal component, we investigate the best way to recover modal
travel times and provide stability estimates.

• A penalized minimization algorithm is presented to recover estimates of the source location and
some medium parameters.

The proposed method is tested on experimental data of right whale gunshot [3] and combustive sound
sources [2], demonstrating its effectiveness in real-world scenarios.

Keywords: Underwater acoustics, Source localization, Time-of-Arrival estimation, Shallow water environment
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Abstract

Vibroacoustography by means of ultrasound is an imaging method that was developed to achieve higher
resolutions while avoiding the drawbacks of scattering and stronger attenuation. High frequency waves
are sent into the medium, they interact nonlinearly and therefore excite a wave field that basically
propagates at the difference frequency. Since these high frequency waves show a strongly preferred
direction of propagation, we make use of a paraxial approach to arrive at a system of PDEs that involve
space dependent parameters. Their reconstruction then yields a spatial image of the region of interest. In
this talk, we will deal with the paraxial modeling of vibroacoustic imaging, present a numerical method
and derive the adjoint system for solving the inverse problem with Landweber iteration.
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Abstract

In this talk, we present a novel approach towards boundary element methods for wave propagation. It is
based on the convolution quadrature idea by Lubich [1], but, instead of relying on reducing the timestep
size in order to achieve higher accuracy, we use the p-refinement paradigm of increasing the order of the
method while keeping the timestep size fixed. To get an easily computable and analyzable scheme, we
rely on the ideas of discontinuous Galerkin timestepping [2]. This allows us to design a scheme which is
root-exponentially convergent for certain very smooth initial conditions. We talk about possibilities to
analyze this new scheme, as well its practical implementation and challenges.

Keywords: Convolution quadrature, boundary element method, discontinuous Galerkin
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Abstract

When an inverse problem is solved by a gradient-based optimization algorithm, the corresponding for-
ward and adjoint problems, which are employed to compute the gradient, can be also solved iteratively.
The idea of iterating at the same time on the inverse problem unknown and on the forward and adjoint
problem solutions yields to the concept of one-shot inversion methods. This was first introduced in [3].
We are especially interested in the case where the inner iterations for the direct and adjoint problems are
incomplete, that is, stopped before achieving a high accuracy on their solutions. Here, we begin with the
simplest framework: we focus on general linear inverse problems and generic fixed-point iterations for
the associated forward problem. In [1, 2], we analyze variants of the so-called multi-step one-shot meth-
ods, in particular semi-implicit schemes with a regularization parameter. By studying the eigenvalues
of the block matrix of the coupled iterations, we establish sufficient conditions on the descent step for
convergence. Several numerical experiments are provided to illustrate the convergence of these methods
in comparison with the classical gradient descent, where the forward and adjoint problems are solved
exactly by a direct solver instead. We observe that very few inner iterations are enough to guarantee
good convergence of the inversion algorithm, even in the presence of noisy data.
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Abstract

In the last years, there has been an increasing interest in time-modulated materials to obtain enhanced
properties. As mathematical model, we study the classical wave equation with time-dependent coeffi-
cient, which may also include spatial multiscale features.

In the main part, we present a numerical multiscale method for spatially multiscale, (slowly) time-
evolving coefficients [1]. The method is inspired by the Localized Orthogonal Decomposition (LOD) and
entails time-dependent multiscale spaces. We provide a rigorous a priori error analysis for the considered
setting. Numerical examples illustrate the theoretical findings and investigate an adaptive approach for
the computation of the time-dependent basis functions. This part of the talk is based on joint work with
Bernhard Maier.

Finally, we give a brief outlook on the case when the coefficients are multiscale with respect to time.
As temporal and spatial scales may couple in many ways, we focus on spatially homogeneous, temporal
multiscale coefficients as first step.

Keywords: waves, multiscale method, numerical homogenization, time-varying media
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Abstract

We present a full waveform inversion (FWI) method of simultaneous interface identification and
soundspeed reconstruction in layered media using an acoustic pressure wave equation. The method is
based on the numerical solution of the underlying acoustic wave equation in a layered medium of piecewise
constant soundspeed. We have employed a conventional space-time finite difference discretization scheme
for the simulations of both the forward and backward wave propagation arising in the inversion procedure.
In particular, a certain number of sources are placed on the top of the layered medium. We iteratively
identify the interface and reconstruct the soundspeed from the measured pressure at the receivers. For
this, we formulate the least-square misfit between synthetic and observed data, as a functional with
respect to both the interface and soundspeed parameter, which aims to simultaneously recover both the
interface and soundspeed. The inverse is recast into a PDE constrained optimization problem subject
to the wave equation. A gradient descent algorithm is used to solve such an optimization problem. For
this, the descent direction is computed via the shape derivative with respect to the interface, and via
the adjoint state method using Lagrange multipliers with respect to the soundspeed.

Keywords: FWI, inversion, gradient descent, shape derivative, acoustic wave equation, interface identification,
adjoint state method, Lagrange multipliers, soundspeed reconstruction, ultrasound imaging
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Abstract

Seismic exploration, which is both the kernel of current hydrocarbon exploration in energy industry,
and an important application of applied geophysics, relies on the development of numerical algorithms.
Reliable characterization and accurate identification of geological features, such as fault and channel,
from seismic data is one of the top priority prerequisites for seismic exploration. Although seismic data
are usually stratified, coherent and continuous, there are areas in seismic data that look chaotic i.e.
high randomness zones. Thus, the industry requires an innovative numerical algorithm for randomness
estimation in seismic exploration. The randomness of seismic data is mainly due to three reasons: 1)
random reflection/refraction energy from certain subsurface geological structures, e.g. fraction zone, gas
chimney, karst collapse, and terminated unconformity; 2) suboptimum acquisition and consequential low
data quality, e.g. all kinds of noise; 3) imperfect data processing/imaging procedure, e.g. inaccurate
migration velocity, imaging artifacts, and operator aliasing. A reliable method to estimate the spatial dis-
tribution of the randomness level in seismic data is essential and indispensable for geological feature (e.g.
fracture, fault, channel, gas chimney) characterization. Estimation of randomness spatial distribution
with high resolution will assist geological feature characterization in multiple ways: 1) identify certain
geological features such as fracture zones, gas chimneys, karst collapse, terminated unconformity or other
random reflection/refraction related features; 2) indicate seismic data quality and random noise level,
e.g. recognizing boundary problem between merged surveys; 3) provide covariance matrix for seismic
inversion or uncertainty index for interpretation and reservoir simulation. There have been numerous
early attempts at estimating the randomness level in seismic data, among them are cross-correlation
based algorithms, structure tensor-based algorithms, grey level co-occurrence matrix-based algorithms,
etc. In this article, an innovative numerical algorithm: disorder seismic attribute, is proposed to address
this problem, which differs from its forerunners. This method is based on convolutional filtering method
and uses a second order differential operator designed by optimization approach, which is sensitive to
chaotic and noisy area but not organized area.
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Abstract

Recently, the coupling between reservoir flow and geomechanics received more importance and attention,
as more unconventional resources are being extracted and utilized worldwide. To solve the underlying
coupled problem, several sequential coupling schemes were proposed and analyzed. In such schemes,
the flow and mechanics problems are solved separately (decoupled), and a coupling iteration is imposed
between the two to ensure convergence for a particular time step. Due to the different time-scales of
the two sequentially coupled problems, the flow problem can assume a finer time step compared to the
mechanics problem resulting in what is known as the multirate scheme [1]. In this work, we derive a
priori error estimates for the multirate fixed stress split iterative coupling scheme. This scheme is a
generalization of the well-known fixed-stress split scheme [2] in which the flow problem takes multiple
fine time steps within one coarse mechanics time step. To the best of our knowledge, this is the first
time in literature a priori error estimates are derived for the multirate fixed stress split iterative coupling
scheme in poro-elastic media.

Keywords: Multirate scheme, Fixed stress split, Coupled flow and geomecahnics problem, A priori error esti-
mates

References

[1] T. Almani, K. Kumar, A. Dogru, G. Singh, M. F. Wheeler (2016). Convergence analysis of multi-
rate fixed-stress split iterative schemes for coupling flow with geomechanics. Computer Methods in
Applied Mechanics and Engineering 311, 180-207.

[2] V. Girault, M. F. Wheeler, T. Almani, S. Dana (2019). A priori error estimates for a discretized
poro-elastic–elastic system solved by a fixed-stress algorithm. Oil & Gas Science and Technol-
ogy–Revue d’IFP Energies nouvelles 74, 24.

231



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Comparison of the different CFD coupled DEM models for
polymer flooding

Yerlan Amanbek1, Daniyar Kazidenov1, and Sagyn Omirbekov1

1Department of Mathematics, Nazarbayev University, Astana, Kazakhstan
{yerlan.amanbek, daniyar.kazidenov, sagyn.omirbekov}@nu.edu.kz

Abstract

Polymer Flooding is one of the techniques used in the development of reservoirs to increase oil
recovery. In addition, Sand Production has the damaging impact on the production of wells. In this talk,
we compare different CFD-DEM numerical models for Sand Production using different mathematical
formulations in CFD, such as the Polymer Flooding, and the modified cohesive contact model in DEM.
Several CFD-DEM model implementations are considered with mathematically similar formulations
[1, 2]. The Polymer Flooding problem in CFD is treated as a non-Newtonian flow using the power law
model. We present numerical results of Sand Production rates in weakly consolidated sandstone for the
different considered models.

Keywords: CFD-DEM model, Navier-Stokes equations, Polymer flooding
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Abstract

In recent years, Scientific Machine Learning (SciML) methods for solving partial differential equations
(PDEs) have gained wide popularity. Within such a paradigm, Physics-Informed Neural Networks
(PINNs) are novel deep learning frameworks for solving forward and inverse problems with non-linear
PDEs. Recently, PINNs have shown promising results in different application domains. In this paper,
we approach the groundwater flow equations numerically by searching for the unknown hydraulic head.
Since singular terms in differential equations are very challenging from a numerical point of view, we
approximate the Dirac distribution by different regularization terms. Furthermore, from a computa-
tional point of view, this study investigate how a PINN can solve higher-dimensional flow equations. In
particular, we analyze the approximation error for one and two-dimensional cases in a statistical learning
framework. The numerical experiments discussed include one and two-dimensional cases of a single or
multiple pumping well in an infinite aquifer, demonstrating the effectiveness of this approach in the
hydrology application domain.
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Abstract

We present a mixed dimensional model for a fractured poro-elasic medium. The fracture is a lower
dimensional surface embedded in a bulk poro-elastic matrix. The flow equation on the fracture is a
Darcy type model that follows the cubic law for permeability. The bulk poro-elasticity is governed by
fully dynamic Biot equations. The resulting model is a mixed dimensional type where the fracture flow
on a surface is coupled to a bulk flow and geomechanics model. We consider a fully mixed discretization
for the model equations. We consider a fully mixed Biot formulation based on a weakly symmetric
stress-displacement-rotation elasticity system and Darcy velocity-pressure flow formulation. For the
fracture flow, we consider again a Darcy velocity-pressure formulation but now on the fracture surface.
Existence and uniqueness of a solution are established for the continuous weak formulation. Stability
and error estimates are derived for both the semi-discrete, continuous-in-time, and fully discrete mixed
finite element approximation. Numerical experiments are presented to verify the theoretical results. We
further discuss the extensions including considering a fully dynamic Biot equation, that is, including an
inertia term and iterative methods for the coupled model.
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Abstract

Multiscale methods are popular multi-level methods that allow the efficient solution of coupled flow and
transport problems using two (or more) resolution scales. In their general form, multiscale methods
map the problem into an auxiliary reduced-size space to solve it efficiently there and then map it
back to the original (i.e. reference) space. They can be applied as a single-pass method to obtain an
approximate solution, or used in an iterative setting to converge to the exact solution (within machine-
precision). In the latter settings, multiscale-based solvers are of particular interest for large-scale scalable
computing as they inherently have a large degree of parallelism, offering huge potential to effectively
exploit contemporary massively parallel high-performance-computing (HPC) architectures. However, a
multiscale-based solver involves multiple kernels with varying control and data-flow patterns requiring
special design for achieving good scalability. This is demonstrated by two widely-adopted multiscale
methods, namely the Multiscale Finite Volume (MSFV) method (Jenny et al. 2003) and the Multiscale
Restriction-Smoothed Basis (MsRSB) (Møyner and Lie 2016) method, where both methods are used
within the algebraic multiscale solver (AMS) framework (Wang et al. 2014). The parallel design of both
methods is discussed on two common HPC architectures, namely, the multi-core architecture and the
GPU architecture. This includes analyzing design choices for key kernels in both solvers, such as basis
function computation, coarse-scale solver, prolongation, restriction and local smoothing. The parallel
scalability of the two parallel multiscale-based solvers is demonstrated using problems derived from
the highly heterogeneous SPE10 Comparative Solution Benchmark (Christie and Blunt 2001), with
problem sizes ranging from millions to tens of millions of unknowns. The multi-core implementation
is benchmarked on Intel’s Cascade Lake Xeon® Gold 6246 CPU, while the GPU implementation is
benchmarked on Nvidia Volta V100 GPUs.
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tion, GPU Parallelization
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Abstract

Porous media flow models are nonlinear evolution equations that may degenerate into elliptic, or hyper-
bolic ones, depending on the value of the unknown in the model. A prominent example is the Richards
equation, which can be casted in the general form

∂tb(u) − ∆B(u) = f, in [0, T ) × Ω. (1)

Here T > 0 is a maximal time and Ω ⊂ Rd (d = 1, 2, 3) is a Lipschitz domain. f is a given source term
(it may depend on u as well), while b and B are given, Lipschitz-continuous functions that may have
vanishing derivatives

0 ≤ b′(u) ≤ Lb, and 0 ≤ B′(u) ≤ LB ,

for all u ∈ R, for some Lb, LB > 0. Boundary and initial conditions complete the model.
In this talk, we consider the time-discrete elliptic equations, obtained after applying, say, an Euler

implicit discretisation. In view of the degenerate character of (1), the Newton scheme is converging
under severe restrictions on the time step. Also, a regularisation step is required to guarantee that the
iterations are well posed. We present first an iterative scheme that does not require any regularisation.
The scheme builds on the ideas in [1, 2]. For this scheme, we prove the linear convergence under a mild
restriction (if any) on the time step. This convergence is proved at the level of the elliptic problem,
so it is not restricted to any spatial discretisation or mesh. Moreover, each iteration uses the same
linear operator (or discretisation matrix), which reduces the total computational complexity. Finally, we
present a modified scheme that combines the ideas in [1] and [3], showing an improved the convergence
behaviour still with mild restrictions on the time step, at the expense of having an iteration-dependent
operator, thus re-calculating the discretisation matrix at every iteration.

Keywords: Degenerate parabolic equations, unsaturated flow in porous media, linear iterative schemes, con-
vergence analysis
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Abstract
Efficiently solving large sparse systems of linear equations arising from the discretization of PDEs is still
a challenging problem. To solve large problems on attainable hardware, the new linear algebra library
Lineal has been developed.

Lineal uses the preconditioned CG method as its main solver, with an Algebraic Multigrid solver (an
optimized version of the AMG from DUNE ISTL) as its main preconditioner. However, Lineal uses a
number of techniques to achieve very low memory requirements while providing low runtimes as well as
generic and extensible interfaces.

For stencil-based problems, Lineal can compute the matrix elements on the finest grid on the fly and
only needs to store the coarse grid hierarchy explicitly. In this case, only a single value (a single byte
for some problems) per cell is needed on the finest grid, which drastically reduces memory consumption
compared to explicit matrices. Additionally, matrix-vector products are computed using tiling to improve
cache utilization. Alternatively, a Compressed Row Storage (CRS) matrix can be used, which supports
indices consisting of an arbitrary number of bytes to reduce memory consumption. Furthermore, floating
point types can be mixed (almost) arbitrarily to save memory.

Elementary operations are represented as classes that perform element-wise computations, using
inlining to combine operations efficiently. Almost all components are fully multithreaded and use explicit
SIMD operations to improve performance. Additionally, recent work has added distributed memory
parallelization using MPI, allowing for hybrid-parallel computations that utilize a compute cluster while
minimizing communication costs.

Lineal has been successfully used to simulate oxygen diffusion in X-ray scans of soil samples, solving
instances with more than 109 unknowns in 10 to 120 minutes on a single AMD EPYC system with 32
cores and 256GB of RAM. Tests using this problem show that Lineal performs well compared to existing
libraries in terms of runtime and memory consumption.

Keywords: Algebraic Multigrid, Stencil Operators, Multi-threading, MPI, Hybrid Parallelism, SIMD
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Abstract

In this talk, we will discuss our discontinuous Galerkin (DG) finite element implementation for the
shallow water equations on unstructured grids. In the focus of our work is the performance portability
between CPUs, GPUs and FPGAs – using a common code base. To achieve this goal, we use the SYCL
programming model.

The FPGA port [2] of the original CPU implementation [1] was transferred to SYCL. We will show
how the SYCL implementation uses the same code for execution on different hardware, and discuss
optimizations beneficial for all hardware platforms as well as device-specific optimizations.
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Abstract

The work to be presented in this talk focuses on the one-dimensional convection-diffusion equation,
especially in the regime of small diffusion coefficients, which is solved using a time-simultaneous multigrid
algorithm closely related to multigrid waveform relaxation [2]. For spatial discretization we use linear
finite elements, while the time integrator is given by e.g. the Crank-Nicolson scheme. Blocking all time
steps into a global linear system of equations and rearranging the degrees of freedom leads to a space-only
problem with vector-valued unknowns for each spatial node. Then, common iterative solution techniques,
such as the block Jacobi method or the preconditioned GMRES method, can be used for the numerical
solution of the (spatial) problem and allow parallelization in space. We consider a time-simultaneous
multigrid algorithm, which exploits space-only coarsening and the solution techniques mentioned above
for smoothing purposes. By treating more time steps simultaneously, the dimension of the system of
equations increases significantly and, hence, results in a larger number of degrees of freedom per spatial
unknown. This can be used to employ parallel processes more efficiently [1]. In numerical studies, the
iterative multigrid solution of a problem with up to thousands of blocked time steps is analyzed. For the
special case of the heat equation, it is well known that the number of iterations is bounded from above
independently of of the number of blocked time steps, the time step size, and the spatial resolution.
Unfortunately, stability problems arise for the standard Galerkin method if the diffusion coefficient is
small compared to the grid size and the magnitude of the velocity field. Therefore, the influence of
VMS-type stabilization techniques [3] is discussed, which remove artificial oscillations in the solution
and aim to improve the convergence behavior of the iterative solution algorithm.

Keywords: Convection-diffusion equations, Multigrid waveform relaxation, Variational multiscale methods
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Abstract

Usually time dependent evolution equations are solved time step by time step where in each step a
system of equations corresponding to the spatial discretization has to be solved. Such methods can only
be parallelized in space, but the size of the spatial problem limits the strong scaling behavior. Using
multigrid methods that treat multiple time steps in an all-at-once system the parallel scaling can be
improved significantly in comparison to geometric multigrid solvers in a time stepping application [2, 4].
Due to the improved communication pattern between the parallel processes, this holds true even if a
time-simultaneous multigrid method without temporal parallelization is used [1].

Here, we numerically analyze how such multigrid methods behave for convection-diffusion(-reaction)
equations found in flow problems, when the problems are increasingly transport dominated. Then, we
show how stabilization techniques, e.g. the variational multiscale method [3], can remedy the emerging
problems depending on the discretization of the problem. Furthermore, we show the behavior of such
methods for problems with space and time dependent diffusion and convection parameters, that arise in
global-in-time solution strategies of the Navier-Stokes equations.
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Abstract

Heterogeneous architectures and accelerator hardware have become a clear trend in current high-perfor-
mance computing environments.

In this talk, we present new numerical, algorithmic, and computational technologies with the potential
to be incorporated into future ocean and atmospheric models after successful evaluation. First, we
propose a numerical and algorithmic re-design of a p-adaptive quadrature-free discontinuous Galerkin
method for the shallow water equations [1]. Our new approach separates the computations of lower-order
degrees of freedom from the rest of the discretization, which lets us overlap computations of the lower-
order and the higher-order DG solution components. We use automatic code generation [2] to optimize
the kernel distribution between the CPU and GPU, achieving significant performance improvements.

Furthermore, we present a new approach to port shallow water simulations to FPGAs based on the
same code generation framework in combination with a template-based stencil processing library that
provides FPGA-specific optimizations for a streaming execution model [3].

Keywords: Quadrature-free discontinuous Galerkin discretization, Code generation, Shallow water equations,
p-adaptivity, Heterogeneous GPU-CPU system, FPGA
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Abstract

In nonlinear-FETI-DP domain decomposition methods the choice of the nonlinear elimination set and of
the coarse space have a huge impact on the nonlinear and linear convergence behavior. In this talk, we
will show new results combining recently developed approaches for the adaptive choice of the nonlinear
elimination set with adaptive coarse spaces. Additionally, we will discuss approaches to improve the
computational efficiency and nonlinear convergence by enhancing Nonlinear-FETI-DP with techniques
from machine learning.
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Abstract

Nonlinear domain decomposition methods (DDMs) are efficient alternatives to classical Newton-Krylov-
DDMs. In contrast to the latter ones, in nonlinear DDMs, the nonlinear partial differential equation
is decomposed into subdomains before linearization, which often improves the nonlinear convergence
behavior. To obtain robustness applying nonlinear DDMs to heterogeneous multi-scale or other sophis-
ticated nonlinear problems, a global and coarse second level should be included. In this talk, several
two-level nonlinear Schwarz methods for heterogeneous problems are discussed and compared.
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Abstract

The work to be presented in this talk focuses on the design of a new global-in-time multigrid solution
strategy for incompressible flow problems, which highly exploits the Pressure Schur complement (PSC)
approach and provides the possibility to use massively parallelizable solution components [1]. For linear
problems like the incompressible Stokes equations discretized in space using an inf-sup-stable finite
element pair, the fundamental idea is to block the linear systems of equations associated with individual
time steps into a single all-at-once saddle point problem for all velocity and pressure unknowns. Then
the Pressure Schur complement can be used to eliminate the velocity fields and set up a linear system
for all pressure variables only. This algebraic manipulation allows the construction of parallel-in-time
preconditioners for the corresponding all-at-once Picard iteration by extending frequently used sequential
PSC preconditioners in a straightforward manner (cf. [2]). We show that those preconditioners can be
applied very efficiently on modern high performance computing facilities and are asymptotically exact
in the limit of vanishing time increments.

To accelerate the convergence of the proposed fixed-point iteration, this iterative solver is embedded
as a smoother into a space-time multigrid algorithm, where the computational complexity of the coarse
grid problem highly depends on the coarsening strategy in space and/or time. While coarsening in
space using commonly used FE intergrid transfer operators significantly reduces the size of the space-
time problem, most promising results for convection-dominated problems could be obtained by only
coarsening in time using tailor-made prolongation and restriction operators. This procedure even allows
the efficient solution of the incompressible Navier-Stokes equations using a nonlinear viscosity model for
many time steps by employing Newton’s method for linearization.

At the end, the presented multigrid solution strategy only requires the solution of time-dependent
linear convection-diffusion-reaction equations and many Poisson problems, which both can be performed
efficiently by using algorithms that exploit massive parallelism. The potential of this approach for CFD
simulations with large time intervals is illustrated in numerical examples.

Keywords: incompressible Navier-Stokes equations, global-in-time, pressure Schur complement, Newton’s
method, space-time multigrid
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Abstract

Accurate flow simulations remain a challenging task. Combining classical finite element approxi-
mation techniques with deep neural neworks adds new aspects to the pure numerics-oriented approach
and offers potential for further innovations. In this talk we discuss the use of deep neural networks for
augmenting classical finite element simulations in fluid-dynamics.

We first establish new benchmark results for the classical DFG-benchmark in 3D using classical
finite element simulations with high accuracy. We extend these settings to higher Reynolds numbers
and compare two different FEM libraries: Gascoigne3D and deal.II. We compare the computation of
drag and lift forces across the two software platforms and show that they are in good agreement.

At high Reynolds numbers, accurate simulations in 3D settings become increasingly difficult, and the
classical methods reach their limits. To address this issue, we discuss approaches to connect the finite
element method with neural networks. We propose the Deep Neural Network Multigrid Solver, which
combines a geometric multigrid solver with a deep neural network to overcome limitations of classical
methods. This approach uses classical simulation techniques where their strengths are eminent, such
as the efficient representation of a coarse, large-scale flow field. Neural networks are used when a full
resolution of the effects does not seem possible or efficient.

We demonstrate the efficiency, generalizability, and scalability of our proposed approach using 3D
simulations. Our focus is particularly on issues of stability, generalizability, and error accuracy, and we
establish the error accuracy of our proposed method by comparing it with the newly established bench-
mark results. Overall, our approach offers potential for further innovations in accurate flow simulations.

Keywords: Navier-Stokes equations, Geometric Multigrid Method, Deep Neural Networks
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Abstract

The overarching theme of the work presented is how specialized high performance hardware in the form
of Tensor Core GPUs can be extensively exploited for PDE computing. For example, one representative
of this hardware, the Nvidia A100, promises a performance of up to 156 TFLOP/s in single precision
and 312 TFLOP/s in half precision, but only if dense matrix operations are performed in the mentioned
lower precision floating point formats which makes its use in the context of finite element simulations
for ill-conditioned Poisson problems challenging.

Novel direct and semi-iterative hardware-oriented finite element Poisson solvers that meet the require-
ments for exploiting the Tensor Cores are presented. These solvers incorporate explicit preconditioning,
referred to as ‘prehandling’ techniques, to reduce the condition number and thus ensure sufficient ac-
curacy, using hierarchical bases in 2D or generating systems that have this property in the 3D case,
respectively. By subsequently applying a Schur complement and exploiting the presence of similar mesh
cells, the large, sparse linear system is transformed into multiplications of small, primarily dense matrices.

The direct variant of the method has proven to be highly performant but is limited to special cases
in terms of the mesh and finite element space and to the 2D case due to its storage requirements. To
extend the possible applications of this idea to higher order spaces, further differential operators and
also the 3D case, we consider a semi-iterative variant. It consists of a direct part, complemented by an
iterative part given by the conjugate gradient method to solve a smaller part of the unknowns. The
largest part of the numerical work of this method, too, is made up of dense matrix operations. This
promises high performance when implemented on relevant GPUs.

The main focus is on the new results concerning prehandling in 3D and the algorithmics of the semi-
iterative method, including estimates of storage requirements, complexity and performance, as well as
studies of its accuracy when using lower precision.

Keywords: Tensor Core GPUs, prehandling, hierarchical finite elements, generating systems, Poisson’s equation
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Abstract
Monolithic GDSW (generalized Dryja–Smith–Wildund) preconditioners [1] are two-level Schwarz domain
decomposition preconditioners for block systems. They are robust because they account for the coupling
terms in the system matrix on both levels, that is, in the local and coarse problems. In comparison,
block preconditioners, mostly based on block-diagonal and block-triangular preconditioners, such as the
famous SIMPLE (semi-implicit method for pressure linked equations) preconditioner [2], often yield
higher iteration counts while having a lower setup cost compared to monolithic approaches.

These highly-scalable parallel GDSW-type preconditioners have been implemented in the solver
framework FROSch [3], which is part of the software library Trilinos [4]. These methods have also
been extended to suit incompressible fluid flow problems.

In this talk, the parallel performance of these different preconditioning methods for incompressible
fluid flow problems is investigated and compared using a finite element implementation based on the
FEDDLib [5] finite element software and the Trilinos package FROSch.

Keywords: Domain Decomposition Methods, Navier-Stokes equations, Overlapping Schwarz Preconditioners,
Trilinos, Finite Element Method
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Abstract

The aim of this talk is to present and to discuss how modern, resp., future High Performance Computing
(HPC) facilities regarding massively parallel hardware with millions of cores together with very fast,
but lower precision accelerator hardware can be exploited in numerical simulations of PDEs so that a
very high computational, numerical and hence energy efficiency can be obtained. Here, as prototypical
extreme-scale PDE-based applications, we concentrate on nonstationary flow simulations with hundreds
of millions or even billions of spatial unknowns in long-time computations with many thousands up to
millions of time steps. For the expected huge computational resources in the coming exascale era, such
type of spatially discretized problems which typically are treated sequentially, that means one time after
the other, are still too small to exploit adequately the huge number of compute nodes, resp., cores so
that further parallelism, for instance w.r.t. time, might get necessary.

In this context, we discuss how ”parallel-in-space simultaneous-in-time” Newton-Krylov-Multigrid
approaches can be designed which allow a much higher degree of parallelism. Moreover, to exploit current
accelerator hardware in lower precision (for instance, GPUs or ARM), that means mainly working in
single or even half precision, we discuss the concept of ”prehandling” (in contrast to ”preconditioning”)
of the corresponding ill-conditioned systems of equations, for instance arising from Poisson-like problems.
Here, we assume a transformation into an equivalent linear system with similar sparsity but with much
lower condition numbers so that the use of lower precision hardware might get feasible. In our talk, we
provide for both aspects numerical results as ”proof-of-concept” and discuss the open problems, but also
the challenges, particularly for incompressible flow problems.

Keywords: Time-simultaneous Newton-Krylov-Multigrid, prehandling, mixed precision, accelerator hardware,
HPC, CFD
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Abstract
We present an extension of the geometrically intrinsic formulation of the arbitrary-order Virtual

Element Method (VEM) to vector-valued surface Laplacian on polygonal cells. The equation, written
in covariant form using an appropriate local reference system, is discretized by the VEM approach.
The knowledge of the local parametrization allows us to derive a two-dimensional VEM scheme for the
contravariant components of the solution vector. The main advantage of the proposed formulation is
that there is no need of additional projections or penalizations as the unknowns of the equation are
objects that live intrinsically in the tangent space. We evaluate the method on several surfaces to show
experimental convergence rates.

Keywords: vector-valued surface PDEs, geometrically intrinsic operators, virtual element method, polygonal
mesh, high-order methods
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Abstract
Vector-valued partial differential equations (PDEs) on surfaces describe flow processes across science

and engineering. These surfaces can have a complex shape, demanding methods that provide accurate
solutions beyond approximated and simplified geometries.

We propose a numerical framework that uses a mesh-free collocation method to solve PDEs on curved
surfaces. We generalize the Discretization-Corrected Particle Strength Exchange (DC-PSE) [1] method to
surface differential operators in a (pseudo) embedding-free way requiring fewer computational resources
compared with other embedding and mesh-based methods. Our method can be combined with surface
representation methods, such as (meshless) level sets [2], to operate on arbitrary surfaces. Moreover, it
is scalable on multi-CPU, enabling simulations of large geometries.

We benchmark the algorithm by computing the Gauss and mean curvature of an ellipsoid and of the
Stanford bunny. In addition, we compare the solution of the vector heat equation on a flat surface with a
bump obtained with our method and with several Finite Element methods [3]. Finally, we demonstrate
the approach in surface-flow problems involving the discretization of vector differential operators on
curved manifolds.

Keywords: mesh-free method, collocation method, vector-valued PDE, surface
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Abstract
We present a computational scheme that derives a global polynomial level set parametrisation for

smooth closed surfaces from a regular surface-point set and prove its uniqueness. This enables us
to approximate a broad class of smooth surfaces by affine algebraic varieties. From such a global
polynomial level set parametrisation, differential-geometric quantities like mean and Gauss curvature can
be efficiently and accurately computed. Even 4th -order terms such as the Laplacian of mean curvature
are approximated with high precision. The accuracy performance results in a gain of computational
efficiency, significantly reducing the number of surface points required compared to classic alternatives
that rely on surface meshes or embedding grids. We mathematically derive and empirically demonstrate
the strengths and the limitations of the present approach, suggesting it to be applicable to a large number
of computational tasks in numerical differential geometry.

Keywords: numerical differential geometry, surface approximation, mean curvature, Gauss curvature, level set,
surface diffusion
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Abstract
We address the error analysis of finite element methods for vector-valued partial differential equa-

tions when the geometry is subject to approximation. The latter condition applies to the numerical
analysis over curved domains, surfaces, and manifolds. The broken Bramble–Hilbert lemma is crucial
in facilitating error estimates. This talk discusses how the broken Bramble–Hilbert lemma extends to
the approximation of differential forms in Sobolev spaces. We generalize the Scott–Zhang and Ern–
Guermond interpolants, and we explain how these enable a priori error estimates for finite element
approximations of the Hodge-Laplace equation over curved domains. The talk will summarize the key
findings of several papers, e.g., [1, 2].

Keywords: finite element method, Scott-Zhang interpolation, Ern-Guermond interpolation, Hodge Laplacian
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Abstract
To compute the Gaussian or mean curvature of a surface embedded in R3 in weak sense, a C1-

surface is required. For a piece-wise affine triangulation this assumption is no longer fulfilled. The
approximation of curvature quantities on discrete surfaces is still a field of intensive research in discrete
differential geometry (DDG).

The Hellan–Herrmann–Johnson (HHJ) method avoids C1-conforming finite elements for the bihar-
monic plate equation, ∆2w = f , by means of a mixed method discretizing the bending moments,
σ = ∇2w, by tensor valued elements, where only the normal-normal component is globally continuous
[1]. Regge finite elements, which are matrix-valued and solely tangential-tangential continuous, turned
out to be the appropriate space for discretizing strain and metric fields [2].

In this talk we combine DDG with HHJ and Regge finite elements to introduce well-defined (high-
order) distributional curvature quantities and discuss their convergence [5]. We apply this framework to
nonlinear Koiter and Naghdi shells for the bending energy [3] and show how the problem of membrane
locking can be mitigated [4]. We demonstrate the performance of the method by means of benchmark
examples implemented in the finite element software NGSolve (www.ngsolve.org).
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Abstract
Fluid surfaces are common in cell and tissue biology, ranging from lipid membranes that enclose the

cell and many of its organelles, to epithelial tissues that line most of our organs. There has been an
increasing interest in studying their mechanics and in particular their out-of-equilibrium behavior, which
emerges, for instance, from active processes. Solving numerically the governing equations for this kind
of fluid surfaces involves several challenges. On the one hand, these equations often involve higher-order
derivatives of the surface parametrization, such as those stemming from the Helfrich energy in lipid
membranes. They also involve vector- and tensor-valued partial differential equations (PDEs), such as
those involved to represent nematic surfaces such as the actin cytoskeleton. Finally, they often involve
saddle-point problems, such as those that emerge from imposing incompressibility in the well-known
Stokes equations or inextensibility in lipid membranes.

Here we present different methods based on Loop subdivision surfaces, which provide a smooth
parametrization of the surface and can therefore deal with higher-order derivatives. To treat vector- and
tensor-valued PDEs we introduce a local Monge parametrization (LMP) method [1] where the surface
is covered by a collection of local Monge parametrizations for each node of the mesh. The main idea
is to construct maps between the element parametrizations, given naturally by the subdivision-surfaces
discretization, and the local Monge parametrization around each node. In contrast to other methods,
such as the representation of tensors by their Cartesian components or the Hodge decomposition for
vector fields, the LMP method uses an optimal number of degrees of freedom to represent a tensor,
is general with regards to the topology of the surface, and does not increase the order of the PDEs
governing the tensor fields. To handle saddle-point problems using subdivision surfaces, we introduce a
framework based on a macro-element approach in which the Lagrange multiplier field is discretized on
a coarser mesh. We show that this method satisfies the discrete LBB condition in a range of problems,
geometries and topologies.
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Abstract
In this talk we are interested in finding equilibrium configurations of inextensible elastic membranes

exhibiting lateral fluidity. Differential equations governing the mechanical equilibrium will be derived
using a continuum description of the membrane motions given by the surface Navier–Stokes equations
with bending forces. Equilibrium conditions that are found appear to be independent of lateral viscosity
and relate tension, pressure and tangential velocity of the fluid. These conditions yield that only surfaces
with Killing vector fields, such as axisymmetric shapes, can support non-zero stationary flow of mass. A
shape equation will be derived that extends a classical Helfrich model with area constraint to membranes
of non-negligible mass. We will introduce a simple numerical method to compute solutions of this highly
non-linear equation. The numerical method is then applied a diverse family of equilibrium configurations.
This is an exposition of results reported in [1].
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Abstract

The motion of an inextensible viscous fluid layer represented by a material surface can be described
by the evolving surface Navier-Stokes equations. We introduce a method for the numerical solution
of a simplified problem consisting of tangential surface Navier-Stokes equations (TSNSE) posed on a
passively evolving smooth closed surface embedded in R3. For discretization of the TSNSE, we con-
sider a geometrically unfitted finite element method known as TraceFEM. The TraceFEM applies to
a fully Eulerian formulation of the problem and does not require a surface triangulation, which makes
it convenient for deforming surfaces. In TraceFEM, one uses standard (bulk) finite element spaces to
approximate unknown quantities on the surface Γ(t) which propagates through a given triangulation of
an ambient volume Ω, i.e. Γ(t) ⊂ Ω for all times t. The discrete formulation does not need a surface
parametrization and uses tangential calculus in the embedding space R3. For scalar PDEs on evolving
surfaces, variants of TraceFEM are known in the literature e.g. in [2]. For the TSNSE we choose a
hybrid (finite difference in time - finite elements in space) approach since it is more flexible in terms
of implementation and the choice of elements. We use a BDF scheme for the time-discretization and a
stable Taylor-Hood pair of finite elements in space. To represent the surface, we use a level-set descrip-
tion and a higher-order method to calculate integrals on the surface approximation. Theoretical results
from [1] show the optimal order of convergence. In this presentation, we explain the method and present
numerical experiments that illustrate the optimality of the convergence.

Keywords: surface Navier–Stokes system, surface PDEs, evolving surfaces, TraceFEM
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Abstract

We discuss a rational Krylov subspace method for the solution of ill-posed operator equations

Tx = yδ,

where the operator acts continuously between Hilbert spaces. The right-hand side yδ is a perturbation
of the exact data y. The rational Krylov subspace method is an optimal order regularisation scheme
when Morozov’s discrepancy principle is used as a stopping rule (cf. [1]). The rational method might be
seen as an acceleration of the popular method of conjugated gradients. In addition, it is shown that the
method preserves its good properties for the discretised operator which usually is a huge system of linear
equations. An a posteriori stopping rule is introduced such that the scheme applied to the discretised
operator provides approximations that are optimal with respect to the noise and with respect to the
discretisation error. The findings are illustrated by numerical experiments.

Keywords: Inverse problems, rational Krylov subspace methods, regularisation.
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Abstract

Large-scale discrete inverse problems of the form Ax ≈ b arise in many practical applications. It-
erative regularization methods such as LSQR are commonly used for the solution of these problems.
Preconditioning is often applied to Krylov subspace methods to accelerate their convergence and im-
prove efficiency. It can be also used to impose additional conditions such as non-negativity on the
computed approximates. In such cases, iteration-dependent preconditioners are often required. Incorpo-
rating iteration-dependent preconditioners to Krylov subspace methods typically affects orthogonality
properties of the computed bases and re-orthogonalization strategies need to be considered.

Here, we first overview approaches to preconditioning of LSQR with fixed preconditioner. Then we
focus on a variant of preconditioned LSQR with an iteration-dependent preconditioner. We explain the
orthogonalization strategy applied in the algorithm, describe its key properties and relations to CGLS
and other algorithms. Numerical experiments will be used for illustration and comparison.
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Abstract

In this work we investigate a mathematical model to reconstruct the mechanical properties of an elastic
medium, for the optical coherence elastography imaging modality. To this end, we propose machine
learning tools by exploring neural networks to solve the inverse problem of elastography. In our frame-
work, we analyze the relative error between the exact function and the neural network for the case of
noise free data and noisy data. The direct problem is used to define the cost function. Our algorithm
updates the parameters combining the backpropagation technique with the ADAM optimizer to mini-
mize a cost function that takes into account the error of using neural networks in the fully discretized
scheme of the direct problem. We report several computational results using fabricated data with and
without noise.

Keywords: Linear elasticity, Inverse problem, Mechanical properties reconstruction, Neural networks, Finite
element method, Optical coherence elastography.
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Abstract

We present an iterative nonlinear inverse scattering algorithm for high-resolution acoustic imaging
of density and velocity variations. To solve the multi-parameter nonlinear direct scattering problem, the
acoustic wave equation for inhomogeneous media in the frequency domain is transformed into a vectorial
integral equation of the Lippmann-Schwinger type for the combined pressure and pressure-gradient
field[1]. We solve this vectorial integral equation using a FFT-accelerated Krylov subspace method.
We discuss how the memory requirements and the computational cost in principle may be reduced
below N and N logN by using various domain decomposition method and (sparsifying) preconditioning
techniques[1,2]. To solve the multi-parameter nonlinear inverse scattering problem, we use the Newton-
Kantorovich method in conjunction with matrix-free representations of the Frechet derivative operators
and their adjoints[3]. The approximate Hessian information that is accounted for in our iterative solution
of the (nonlinear) multi-parameter inverse scattering problem is essential for the mitigation of multi-
parameter cross-talk effects. We assimilate data for different frequencies in a sequential manner to reduce
the computational cost and to mitigate the cycle-skipping (local minimum) problem. Numerical examples
related to seismic and medical ultrasound breast imaging illustrate the performance of the new algorithm
for multi-parameter acoustic imaging. For models where multi-parameter cross-talk effects are expected
to be important, we compare inversion results obtained using the Newton-Kantorovich method, the
conjugate gradient method and the L-BFGS (quasi-Newton) method. The Newton-Kantorovich method
always gives the best inversion results, but the other iterative methods are typically faster. By using
approximate Frechet derivatives and adjoints, we can accelerate all these iterative methods without
sacrificing too much inversion quality or resolution.

Keywords: Vectorial integral equations, large linear systems, Krylov subspaces, convolution, FFT, domain
decomposition, preconditioner, data assimilation, multi-parameter cross-talk, approximate Hessian information
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Abstract

Low-rank tensor decompositions, based on techniques of numerical linear algebra and optimization,
realize adaptive low-parametric approximation for PDE problems and are capable of dramatically re-
ducing the complexity of numerical solvers. One such a decomposition was proposed under the names
of matrix product states (MPS) in computational quantum physics and tensor train (TT) in compu-
tational mathematics. In particular, the multilevel MPS-TT representation, building on the classical
idea of Kronecker-product multilevel approximation, allows to handle generic but extravagantly large
discretizations and leads to data-driven computations based on effective discretizations adapted to the
data instead of problem-dependent discretizations (approximation spaces) designed analytically. This
approach has been shown, both theoretically and experimentally, to result in the efficient approxima-
tion of functions with algebraic singularities and of highly oscillatory solutions to multiscale diffusion
problems, achieving root-exponential convergence with respect to the total number of representation
parameters.

In this talk, we present recent results on the use of the multilevel MPS-TT representation for the nu-
merical solution of elliptic and parabolic problems. Low-rank tensor approximation, based on the matrix
SVD or alternative techniques for low-dimensional approximation, serves to realize adaptivity (instead of
local refinement, which is typical for standard adaptive FEM approaches) and to construct quasi-optimal
discretization subspaces in an online fashion (instead of offloading the task to a computation-intensive
offline phase, as in standard model-order reduction). The most important regime is that of extremely
fine discretizations and hence of large numbers of factors in the tensor decompositions involved. In
this regime, two notions of stability come into play: not only the standard matrix conditioning of the
discretized differential operator but also the stability of long (“deep”) tensor factorizations. We address
these with a novel low-rank tensor frame representation, building upon the standard multilevel MPS-TT
representation.

Keywords: Low-rank tensor approximation, matrix-product states, tensor train, multilevel preconditioning,
multilevel frames
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Abstract

Balanced truncation is a well-established model order reduction method in system theory that has
been applied to a variety of problems. When solving Bayesian inference problems, the forward model
computation in the likelihood term can be very expensive in high dimensions. For linear problems
with Gaussian prior and Gaussian noise in the observations, the concept of Balanced truncation was
investigated in [2] and [1] (in the variational data assimilation setting). The approach is restricted to
stable linear problems and so-called prior-compatible covariances. We show how to extend the method
to unstable linear systems and how arbitrary prior covariances as reachability Gramians can be used.
Numerical results show how the method performs particularly well for short assimilation windows.

Keywords: Time-limited Balanced truncation, Bayesian inference, data assimilation, 4D-Var, model order
reduction
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Abstract

Parameter estimation and Uncertainty Quantification tasks involve a significant computational burden.
We propose a numerical method which enables the use of Markov Chain Monte Carlo (MCMC) methods
when the system is governed by time dependent parametric PDEs. To this end, we introduce a parametric
solver, based on tensor methods, which approximates the solution of a system of parametric PDEs
considering the parameters as extra variables. The solution represented in tensor format is used to build
an efficient interpolator. This is based on a projection based Reduced Order Model (ROM) and makes it
possible to use an MCMC method to adapt the discretisation in the parameter space. The method can be
considered as a parsimonious discretisation of a Bayesian filter. The interplay between the tensor solver
and the ROM-built interpolator, resulting in a significant speed-up and alleviation of the memory used,
will be illustrated by several numerical examples on parameter estimation in fluid-structure interaction
problems.

Keywords: Model Reduction, Parameter Estimation, Uncertainty Quantification
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Abstract

This work is concerned with linear matrix equations that arise from the space-time discretization of time-
dependent linear partial differential equations (PDEs). Such matrix equations have been considered, for
example, in the context of parallel-in-time integration leading to a class of algorithms called ParaDiag.
We develop and analyze two novel approaches for the numerical solution of such equations. Our first
approach is based on the observation that the modification of these equations performed by ParaDiag
in order to solve them in parallel has low rank. Building upon previous work on low-rank updates of
matrix equations, this allows us to make use of tensorized Krylov subspace methods to account for the
modification. Our second approach is based on interpolating the solution of the matrix equation from
the solutions of several modifications. Both approaches avoid the use of iterative refinement needed
by ParaDiag and related space-time approaches in order to attain good accuracy. In turn, our new
algorithms have the potential to outperform, sometimes significantly, existing methods. This potential
is demonstrated for several different types of PDEs.

Keywords: Parallel-in-time, ParaDiag, Low-rank updates, Sylvester equations
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Abstract

The focus of this talk is on wave propagation problems in space and time, in 2-dimensional domains with
piecewise-linear boundaries, possibly including polygonal scatterers. I will present a surrogate model
for the approximation of the propagating wave. In the model, the wave is approximated by the sum
of some nonlinear space-time functions: each term in this sum represents a ray, which models either a
reflection or a diffraction effect. I will show how it is possible to identify these rays automatically, based
on the geometry of the domain. Several numerical examples will showcase the potential of the proposed
methodology.
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Abstract

Sketching can be seen as a random dimensionality reduction able to preserving the main features of the
original problem with probabilistic confidence. Such kind of techniques is emerging as one of the most
promising tools to boost numerical computations and it is quite well-known by theoretical computer
scientists. Nowadays, sketching is getting popularity also in the numerical linear algebra community
([1, 2, 4, 3]) even though its use and understanding are still limited. In this talk we present the main
concepts related to sketching and how the latter can be combined with Krylov subspace methods. We
will focus on the solution of large-scale linear systems as model problem. On the other hand, thanks to
the novel sketched Arnoldi relation we will illustrate, the results discussed in this talk can be extended
to a panel of diverse algebraic problems ranging from the numerical evaluation of matrix functions to
the solution of matrix equations.
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Abstract

The Ensemble Kalman filter is a classical method for solving data assimilation problems in which a
stream of incoming data is used to update the underlying state of a model sequentially in time. The
Ensemble Kalman Inversion (EKI) approach re-interprets the ensemble Kalman filter as a method for
solving more general inverse problems. For high-dimensional smoothing problems (where the state to
be inferred is the unknown initial condition and the indirect measurements are taken at times t > 0), a
high-dimensional ODE must be solved for each particle at each iteration of the EKI approach. Because
the EKI error scales at the Monte Carlo rate N− 1

2 (where N is the number of particles in the ensemble),
this cost can be prohibitive. Balanced truncation for Bayesian inference (BTBI) is a recently introduced
model reduction method for linear dynamical systems tailored to the Bayesian smoothing problem.
This talk will introduce EKI and BTBI and describe how their union leads to efficient solution of the
smoothing problem.

Keywords: Model reduction, inverse problems, data assimilation
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Abstract

This talk focuses on the inverse problem of reconstructing an unknown function u from a finite set of
measurements, under the assumption that u is the output of a parameterized partial differential equa-
tion with unknown input parameters. Typically, the target function u belongs to an infinite-dimensional
Hilbert space and the geometry of the solution set M is not known a priori. Moreover, if M evolves over
time, suitably adapting the position of the sensors is crucial to ensuring an accurate reconstruction at all
times. One way to reduce the complexity of the problem is to approximate M by a linear, finite dimen-
sional subspace V via model order reduction techniques, and to search for an approximation u∗ ∈ V to
the state u. In order to enhance the quality of the estimation, dynamical low-rank approximation tech-
niques can be employed to adapt the reduced space V . This introduces additional challenges whenever
the system is characterized by a Hamiltonian structure, which must be preserved in the reduction step.
In this talk we will discuss how to address inverse problems for Hamiltonian systems by combining a
structure-preserving, adaptive model order reduction strategy with dynamical placement of the sensors.

Keywords: Model order reduction, Hamiltonian systems, Inverse problems, Dynamical low-rank approximation
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Abstract

We propose a matrix-free parallel scalable multi-level deflation preconditioned method for heterogeneous
time-harmonic wave problems, including the Helmholtz and elastic wave equations. Building on recent
advances in two-level deflation preconditioning [1], and multilevel deflation methods [2] for highly indefi-
nite time-harmonic waves, we adapt these techniques for parallel implementation in the context of solving
large-scale heterogeneous problems with minimized pollution error. Our proposed method integrates the
geometric multigrid-based Complex Shifted Laplacian preconditioner (CSLP) with deflation approaches,
employing higher-order deflation vectors and re-discretization schemes derived from Galerkin coarsening
approach for a matrix-free implementation. This yields wavenumber-independent convergence for two-
level deflation preconditioning. Numerical experiments demonstrate the effectiveness of our approach
for increasingly complex model problems. The matrix-free implementation of the preconditioned Krylov
subspace methods reduces memory consumption, and the parallel framework exhibits satisfactory paral-
lel performance and weak parallel scalability. This work represents a significant step towards developing
efficient, scalable, and parallel multi-level deflation preconditioning methods for large-scale, real-world
applications in wave propagation.
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Abstract

The Gross-Pitaevskii equation (GPE) is a nonlinear Schrödinger equation which is used in quantum
physics to model the dynamics of Bose-Einstein condensates (BECs). It is well known that this equation
has important time invariants such as the total energy of the system. Preserving the energy under
numerical discretization can be of great significance in many practical situations. In this talk we consider
numerical approximations of the GPE based on multiscale approaches. To be more precise, we choose
a generalized finite element space which is based on the localized orthogonal decomposition method
and which allows to capture the energy with a 6th order accuracy. Paired with energy-preserving time
integrators we demonstrate how such an approach can lead to an efficient solver for the GPE and thus
for the simulation of the dynamics of BECs on larger time scales.

Keywords: nonlinear Schrödinger equation, Gross-Pitaevskii equation, Bose-Einstein condensate, localized or-
thogonal decomposition, multiscale discretization
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Abstract

We present an extension of the approximate component mode synthesis (ACMS) method to the hetero-
geneous Helmholtz equation. The ACMS framework has originally been introduced by Hetmaniuk and
Lehoucq as a multiscale approach to solve elliptic partial differential equations. The ACMS method uses
a domain decomposition to separate the numerical approximation by splitting the variational problem
into two independent parts: local Helmholtz problems and a global interface problem. While the former
are naturally local and decoupled such that they can be easily solved in parallel, the latter requires the
construction of suitable local basis functions relying on local eigenmodes and suitable extensions. We
show error estimates focusing on the case where the domain decomposition is kept fixed, but the number
of eigenfunctions is increased.

Keywords: multiscale method, approximate component mode synthesis (ACMS), Helmholtz equation, hetero-
geneous media
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Abstract

Simulating propagation of waves in unbounded domains is computationally infeasible and a truncation
of the infinite domain is needed in computations. Truncating the domain, however, results in reflections
from the boundary, which is not present in the original infinite domain problem. One widely adopted
methodology is to use perfectly matched layers (PML)1, which are bounded buffer zones around the
computational domain, over which the outgoing waves will be attenuated and no reflections will be seen
in the interior. PML is known to perform very well if the wave speed is constant on the interface between
the interior domain and the PML. The present work centers mainly on the development of a multiscale
PML, based on the Heterogeneous Multiscale Method (HMM)6, which is accurate also for problems
with rapidly varying wave speeds over the interface. A secondary goal is to discuss several ways of
constructing local problems2,3,4, in our multiscale PML algorithm, and present our recent progress in
developing an open source automated multiscale solver in the FeniCs environment5.

Keywords: Perfectly mathed layer, Heterogeneous multiscale methods, Numerical homogenization
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Abstract

The multiscale spectral generalized finite element method (MS-GFEM, [1], [2]) employs locally harmonic
spectral coarse spaces to approximate solutions of PDEs with heterogeneous coefficient, and has recently
been extended to the Helmholtz equation [3]. The method is cast in an approximation framework, but
also lends itself to the construction of a preconditioner. In this talk we will investigate the latter view-
point. We lay out how the use of local particular functions in MS-GFEM naturally leads to a restricted,
multiplicative two-level Schwarz preconditioner. We analyse convergence and condition number, point
out similarities and differences to other spectral coarse space methods, and test our preconditioner on
typical applications such as the Marmousi problem.
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Abstract

In this talk, I will present a family of high order cut discontinuous Galerkin (DG) methods for hyperbolic
conservation laws. To avoid the small cut cell problem, we use ghost penalty stabilization to stabilize
the scheme [1]. The strong stability preserving Runge-Kutta method is used for time discretization and
the time step is independent of the size of the cut elements. The proposed unfitted methods have similar
stability and accuracy properties as standard DG-methods on a regular mesh. To obtain a bound-
preserving approximate solution, we reconstruct a solution on a macro-element partitioning of the mesh
and apply the bound-preserving limiter [2, 3]. We prove that our method is bound-preserving for scalar
conservation laws and the Euler equations. Numerical examples demonstrate that the proposed schemes
are high order accurate for smooth problems and can keep the maximum principle for scalar problems,
and positivity of density and pressure for Euler equations.
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Abstract

There is a cut-FEM methodology with ghost penalty stabilization, which can be applied to hyperbolic
conservation laws. Explicit time-stepping is preferable for hyperbolic problems, but even the standard
DG and CG metods suffer from increasingly severe time-step restrictions as the order of the method
increases. For high order finite difference methods the time-step restriction is not at all as severe. In
this talk we will explore possibilities of applying the cut-FEM methodology to finite difference methods.
The goal is to formulate a finite difference method that can be seen as a Galerkin method. Applying the
cut-FEM methodology will then yield an immersed boundary finite difference metod.

Keywords: Cut Finite Difference Galerkin metod
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Abstract

We have developed mixed cut finite element methods which preserve the mass balance equation of Stokes
flow [1]. This is achieved by using Hdiv-conforming elements for the velocity field and new mixed ghost
penalty stabilization terms. These stabilization terms retain the saddle point structure of the system
while providing control of the condition number of the matrix assosciated with the discrete problem. In
this talk we will present two unfitted methods for the Stokes problem that result in pointwise divergence-
free velocity approximations, discuss the challenge of handling Dirichlet boundary conditions, and show
numerical results.

Keywords: Stokes equations, Fictitious domain problems, Mixed finite element methods, Cut finite element
method, Lagrange multipliers
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Abstract

We propose and analyze unfitted finite element approximations for the two-phase incompressible Navier–
Stokes flow in an axisymmetric setting. The discretized schemes are based on an Eulerian weak formula-
tion for the Navier–Stokes equation in the 2d-meridian halfplane, together with a parametric formulation
for the generating curve of the evolving interface. We use lowest order Taylor–Hood and piecewise linear
elements for discretizing the Navier–Stokes formulation in the bulk and the moving interface, respec-
tively. We discuss a variety of schemes, amongst which is a linear scheme that enjoys an equidistribution
property on the discrete interface and good volume conservation. An alternative scheme can be shown
to be unconditionally stable and to conserve the volume of the two phases exactly. Numerical results
are presented to show the robustness and accuracy of the introduced methods for simulating both rising
bubble and oscillating droplet experiments.

Keywords: two-phase flow, axisymmetry, finite element method, stability, volume preservation, XFEM
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Abstract
There is a variety of numerical methods to handle problems with interfaces in solid mechanics. Most
methods can be classified into two groups: the diffuse-interface methods and the sharp-interface methods.
There is an important class of methods within the latter group – the fictitious domain methods, to which
the CutFEM approach belongs. This class of methods allows the interface to cut through the elements
and to avoid any kind of mesh generation that conforms to the mesh. This is extremely convenient from
the practical point of view when non-stationary interfaces are considered, as the interfaces can move
independently of the mesh. Initially, the CutFEM method has been proposed for linear PDEs [1, 2].
Recently, a generalisation of the CutFEM method to large deformations and arbitrary constitutive
behaviour of materials in solid mechanics has been performed [3].

In this talk, the results of [3] are further generalised to cases when the interface represents a more
complex physical behaviour – fracture, i.e. separation of the interface, and contact between the separated
surfaces [4]. The starting point is the case of the simple solid-solid phase boundary (e.g. a discontinuity
in material behaviour), which is first generalised to fracture (crack opening), then generalised to contact.
The contact case is considered separately and provides an additional challenge because the contact points
might not coincide in the reference configuration of the material. From the numerical point of view, two
goals are addressed here. The first goal is to ensure that any incremental generalisation of the approach
contains a prior approach as a particular case, i.e. the phase boundary problem is a particular case of
the fracture problem, while the latter can become a particular case of the contact problem under certain
specific conditions. The second goal is to ensure that the weak form obtained for the contact problem is
symmetric with respect to the choice of the contact surfaces for the integration. The presentation of the
method is followed by a number of numerical examples highlighting the applicability of the approach.

Keywords: cut finite element method; fictitious domain method; sharp interface method; contact mechanics;
large deformation mechanics; unbiased contact formulation; large deformation contact; crack propagation
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Abstract

In previous studies of the cut finite element method for wave systems [1, 2] solved using standard
Lagrange elements and explicit time-stepping, it was found that increasing the order of the method with
the polynomial degree would lead to similar restrictions on the time-step as for the non-cut method
applied on the background mesh. This means that the time-step usually needs to be taken as O(p−2)
for polynomial degree p, which leads to significant computational costs for simulating the system for a
fixed duration. More recent work, see [3], using Hermite interpolation polynomials as basis functions
has indicated that the maximum stable time-step reduces more slowly O(p−1) rather than O(p−2) for
Hermite finite elements than Lagrange finite elements on a fixed cartesian grid.

We will present numerical experiments, were we solve the second order wave equation using a mesh
that is unfitted to the domain, and Hermite elements. The experiments have three aims:

• Verify that Hermite elemets are a viable option for the cut finite element framework,

• Test the time-step stability constraints, and compare them to the constraints for the non-cut
method,

• Test the order of accuracy of the method to ensure it performs correctly at higher orders.

Keywords: Cut FEM, wave equation, Hermite elements
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Abstract
Resistance to targeted therapies continues to pervade the treatment of cancers and requires a quanti-
tative approach to provide meaningful solutions. Cancer is, however, a complicated disease, comprising
spatio-temporal processes at the scale of the tumour and cell, as well as in metabolic and genetic cellular
function. To tackle this problem, we construct a higher-dimensional partial differential equation (PDE)
modelling framework, in order to analyse and interpret single-cell RNA sequencing data from in vivo
primary derived xenograft tumours, which can recapitulate both the pathogenic tumour growth and its
response to targeted BRAF inhibitor therapies. By allowing for higher-dimensional dynamics simulta-
neously in time, space, and RNA expression profile, we are able to observe co-evolution across these
domains and to make quantitative predictions which generate important biological hypotheses. Firstly,
given the data-driven tumour analysis, we found that spatial heterogeneity may play a major role in
allowing the tumour to grow during the resistance phase, in particular by secreting cancer cells which
remain sensitive to drugs within a protective ring of resistant cells. Secondly, using computer-generated
virtual experiments, we tested the outcome of several proposed therapeutic approaches in silico: To be-
gin, we looked at the case wherein two drug candidates exist, initially effective BRAF inhibitors alongside
a drug (called ‘drug X’) which targets less fundamental metabolic pathways and which appears less ef-
fective, overall. In this case, counterintuitive results are observed, wherein treatment with drug X prior
to BRAF inhibitors actually depletes the tumour to a greater extend and for a longer time period. Next,
we observed that the primary effect of increasingly popular phased therapies (wherein drugs are given
periodically) appears to be the increase of intra-tumour heterogeneity and reduced responsiveness to
therapy, in the long-term. Although, ultimately, none of these strategies proved conclusive, these studies
provide important mathematical tools as well as insights into the dynamics of drug resistance in response
to numerous therapeutic approaches.

Keywords: Structured Dynamics, Tumour Heterogeneity, Melanoma Modelling
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Abstract
The quasi-static multiple network poroelastic theory (MPET) model, first introduced in the context of
geomechanics, [1], has recently found new applications in biomechanics [2]. The parameters in the MPET
equations in practice may vary over several orders of magnitude which makes their stable discretization
and fast solution a challenging task. Here, a new efficient parameter-robust hybridized discontinuous
Galerkin method, which features fluid mass conservation, is proposed for the MPET model. The uniform
well-posedness of the discrete model is established by means of a new pratical framework for the stability
analysis of perturbed saddle-point problems [3]. Thereby a constructive norm-fitting technique is applied
that guides also the construction of parameter-robust norm-equivalent preconditioners. We present a
series of comparative numerical tests for a 4-network MPET model of a human brain which demonstrate
the performance of the new algorithms.

Keywords: MPET model, strongly mass-conserving high-order discretizations, parameter-robust LBB stability,
norm-equivalent preconditioners, hybrid discontinuous Galerkin methods, hybrid mixed methods
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Abstract
In the talk we consider a blood flow problem coupled with a slow plaque growth at the artery wall. In
the model, the micro (fast) system is the Navier-Stokes equation with a periodically applied force and
the macro (slow) system is a fractional reaction equation, which is used to describe the plaque growth
with memory effect. We construct an auxiliary temporal periodic problem and an effective time-average
equation to approximate the original problem and analyze the approximation error of the corresponding
linearized PDE (Stokes) system, where the simple front-tracking technique is used to update the slow
moving boundary. An effective multiscale method is then designed based on the approximate problem
and the front tracking framework. We also present a temporal finite difference scheme with a spatial
continuous finite element method and analyze its temporal discrete error. Furthermore, a fast iterative
procedure is designed to find the initial value of the temporal periodic problem and its convergence is
analyzed as well. Our designed front-tracking framework and the iterative procedure for solving the
temporal periodic problem make it easy to implement the multiscale method on existing numerical PDE
software. The numerical method is implemented by a combination of the finite element platform COM-
SOL Multiphysics and the mainstream software MATLAB, which significantly reduce the programming
effort and easily handle the fluid-structure interaction, especially moving boundaries with more complex
geometries.

Keywords: Front-Tracking, Temporal Multiscale, Blood Flow Modelling
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Abstract
In this talk we focus on establishing an extensive computational modelling and analysis framework for the
invasion of a solid tumour in the human body that accounts for the interplay between the cross-adhesion
and cross-diffusion cells sub-populations processes that are involved within the underlying cancer cells
migration. Specifically, we will explore the non-local spatio-temporal evolution of an invading tumour
that assumes two cancer cells sub-populations (namely, a primary cancer cell population as well as
a mutated one) that proliferate and at the same time exercise both random movement and directed
migration. In particular, the directed movement is assumed to be driven here by the naturally arising
interplay between cell-adhesion and cross-diffusion cells populations processes, and in this context, this
talk will explore three cell migration scenarios. These will be accompanied by numerical simulation
(based on finite volume) as well as a novel functional analysis approach for the cross-diffusion parameters
sensitivity.

Keywords: Cancer Modelling, Cross-Adhesion, Cross-Diffusion
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Abstract
Cancer invasion of the human tissue is a complex multiscale process, which is accomplished through
a cascade of interlinked macro- and micro- processes, including the secretion and spatial transport of
various types of matrix-degrading enzymes, cell proliferation, and adhesive interactions both between the
migrating cells and between the cells and the surrounding fibrous environment. In this context, one of
the most abundant types of immune cells in the tumour microenvironment, the macrophages get involved
in the tumour spread process, not only through the secretion of proteolytic enzymes that degrade the
surrounding extracellular matrix, but also through the promoting or inhibiting effects that different
sub-classes of macrophages have upon the spreading tumour. Indeed, notable here is that these tumour-
associated macrophages (TAMs) have a tumour promoting phenotype (M2), contributing to tumour
proliferation and spread. However, the plasticity of the macrophages makes it possible to re-polarise
them into an anti-tumoral phenotype (M1), making their re-education an attractive future potential
strategy in immunotherapy. Building upon a previous multi-scale moving-boundary mathematical model
that we proposed for cancer invasion within fibrous environment, we now consider here also the multi-
scale effects of tumour-associated macrophages as well as their re-polarisation. Numerical investigation
of this new model shows the importance of the interactions between TAMs and the fibrous extracellular
matrix (ECM), highlighting the impact of the fibres on the spatial structure of solid tumours. These
also enable us to explore the role that macrophages play in a series of hypothetical situations aimed at
slowing down the tumour growth and spread by re-polarising the pro-tumoral phenotype (M2).

Keywords: Cancer Invasion, Multiscale Moving Boundary Modelling, Macrophages Dynamics
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Abstract
Flow in variably saturated porous media is typically modelled by Richards’ equation, a nonlinear

elliptic-parabolic equation, which is notoriously challenging to solve numerically. Common linearization
techniques like Newton’s or Picard’s methods may not converge, while more robust methods like the
L-scheme may converge unacceptably slow.

In this work, we propose a robust and efficient switching algorithm for Richards’ equation. The
algorithm is based upon the L-scheme and Newton’s method, thus utilizing the robustness of the L-
scheme and quadratic convergence of Newton’s method. For the switching criteria in the algorithm
we derive reliable a posteriori indicators. The algorithm’s performance is illustrated through realistic
numerical examples and compared to the L-scheme and Newton’s method in terms of number of iterations
and computational time.

Keywords: Iterative linearization, Adaptivity, L-scheme, Newton’s method, Richards’equation, Nonlinear de-
generate diffusion
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Abstract

We present a multiscale computational approach for the efficient simulation of vascularized tissues. The
work is motivated by the solution of inverse problems in the context of tissue imaging, where available
medical data (such as those obtained via Magnetic Resonance Elastography) have a limited resolution,
typically at the scale of an effective - macro scale - tissue, and cannot resolve the microscale of quan-
tities of interests related, for instance, to the tissue vasculature. Our model is based on a geometrical
multiscale 3D (elastic) -1D (fluid) formulation combined with an immersed method.

At the tissue-fluid interface we impose a trace-averaged boundary condition whose goal is to impose
only a local Dirichlet boundary condition – driven by vessel deformation – allowing the enforcement of a
pure normal displacement at the fictional vessel boundary. In order to decouple the discretization of the
elastic tissue from the vessel boundary, the boundary condition on is imposed via a Lagrange multiplier,
modelling the fluid vessels as immersed singular sources for the elasticity equation (see, e.g., [1,2]).

Next, to efficiently handle the multiscale nature of the problem, the problem is formulated as a
mixed-dimensional PDE using the recently proposed framework of reduced Lagrange multipliers on a
space of co-dimension 2. In this talk, we present the numerical analysis of the obtained formulation
and we discuss accuracy properties and convergences of the method, validating it in several numerical
examples. Finally, we present perspectives for the coupling with a one-dimensional flow model defined
on the vascular network and for the numerical upscaling of the tissue model.
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Abstract

The equations of poroelasticity appear in various application fields such as in geomechanics or medicine.
They are composed of an equation for the elastic deformation of the solid and a second equation for the
flow of the liquid and, hence, form a coupled elliptic–parabolic problem.

We focus on the time discretization of the spatially discretized poroelasticity model [1]. For this,
the application of fully implicit methods exhibits inefficiency due to the high dimensionality of the
coupled problem. As such we consider two semi-explicit approaches, meaning that the mechanics and
flow equations are solved sequentially rather than at once. On one hand, iterative methods such as the
fixed-stress scheme [2] try to approximate the fully implicit solution through an iterative matrix splitting,
often introducing relaxation to achieve universal convergence. These approaches, however, usually lack
a rigorous analysis for a fixed number of inner iterations. On the other hand, the recently introduced
semi-explicit Euler method [3] only needs to solve the mechanics and flow equations exactly once, but it
is only stable if the coupling between the two equations is sufficiently weak.

Within this talk, we introduce a novel time integration scheme which combines the iterative idea
with the semi-explicit Euler approach. More precisely, we consider an iterative scheme with an a priori
specified number of inner iteration steps depending on the coupling strength of the elastic and the flow
equation. The construction of the scheme, however, is based on the semi-explicit Euler scheme extended
with an inner fixpoint iteration and an additional relaxation step. While the convergence of the scheme
for an unlimited number of inner iteration steps can be shown easily, we also present an explicit upper
bound for the number of iterations needed to guarantee first-order convergence. Finally, we compare all
three approaches using an example taken from medical literature.

Keywords: poroelasticity, semi-explicit time discretization, decoupling
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Abstract

We consider the time discretization of coupled elliptic-parabolic problems as they arise, for instance, in
the context of poroelasticity. We introduce semi-explicit time-stepping schemes for such problems that
may be applied if the coupling of the equations is rather weak. The main advantage of such schemes is
that they decouple the equations and therefore allow for faster computations. Theoretical convergence
results are presented that rely on a close connection of the semi-explicit schemes to partial differential
equations that include delay terms. First-order as well as higher-order discretizations are discussed and
numerical experiments are shown that confirm the theoretical findings.

Keywords: poroelasticity, semi-explicit time discretization, delay PDE, decoupling
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Abstract

We consider nearly singular problems, that is, problems with operators that are small, but nonsingular
perturbations of singular operators. Discretizations of such problems lead to matrices with condition
numbers of the system growing rapidly with mesh size and model parameters. This results in slow
convergence even when using preconditioners which are optimal when the nonsingular perturbation
dominates. To design efficient preconditioners we follow the theory of the method of subspace corrections
and construct block Schwarz smoothers for the underlying multilevel solution method. The blocks are
chosen specifically to cover the supports of the vectors/functions spanning the kernel of the singular
part of the operator. We demonstrate key features of such solvers on a mixed-dimensional model of
electrodiffusion in brain tissue.

Keywords: multilevel methods, operator preconditioning, nearly-singular operators
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Abstract

In this work we present a first order semi-implicit numerical scheme for the shallow-water equations
based on a splitting technique. Specifically, an approximation of the relaxed system for the pressure is
first considered, and then the transport step is performed. This strategy is inspired on the Lagrange-
Projection technique proposed in [1], although the approach presented here avoids the use of Lagrangian
coordinates. One of the advantages of this approach is that the pressure step can be done either explicitly
or implicitly, and the latter allows us to consider larger time steps since it has a less restrictive CFL
condition. Indeed, for small Froude numbers, the main restriction on the time step is driven by the
pressure term. The fully well-balanced character of the scheme is achieved by considering the time
fluctuations with respect to a local steady state at each cell, frozen at time tn as proposed in [2] and
the use of a exactly well-balanced reconstruction operator [3]. Moreover, the resulting scheme is also
positive-preserving for the water depth, under some natural assumptions on the exactly well-balanced
reconstruction operator and CFL like condtions. Finally, some numerical examples are presented.
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Abstract

In this talk, we present a new second-order unstaggered semi-discrete path-conservative central-upwind
(PCCU) scheme for ideal and shallow water magnetohydrodynamics (MHD) equations. The new scheme
possesses several important properties: it locally preserves the divergence-free constraint, it does not
rely on any (approximate) Riemann problem solver, and it robustly produces high-resolution and non-
oscillatory results. The derivation of the scheme is based on the Godunov-Powell nonconservative mod-
ifications of the studied MHD systems. The local divergence-free property is enforced by augmenting
the modified systems with the evolution equations for the corresponding derivatives of the magnetic
field components. These derivatives are then used to design a special piecewise linear reconstruction of
the magnetic field, which guarantees a non-oscillatory nature of the resulting scheme. In addition, the
proposed PCCU discretization accounts for the jump of the nonconservative product terms across cell
interfaces, thereby ensuring stability. We test the proposed PCCU scheme on several benchmarks for
ideal and shallow water MHD systems. The obtained numerical results illustrate the performance of the
new scheme, its robustness, and its ability not only to achieve high resolution but also to preserve the
positivity of computed quantities such as density, pressure, and water depth.

Keywords: Ideal magnetohydrodynamics, shallow water magnetohydrodynamics, divergence-free constraints,
path-conservative the central-upwind scheme, nonconservative hyperbolic systems of nonlinear PDEs
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Abstract

Very high order method on curved boundary domains represents a critical issue where one has to preserve
the optimal convergence order. DG methods are essentially based on a local transformation onto curved
element (isoparametric element, NURBS [1]). Very recently, two new technologies were developed using
a local polynomial reconstruction coupling the solution in the domain and the boundary condition: the
shifted method [2, 3] and the ROD method [4, 5, 6]. Both of them provide a mechanism to transfer the
data from the real frontier to the nodes on the computational domain.
We present the ROD method in the DG context and show that we manage to guarantee very high-
order of accuracy for two-dimensional geometries with curved interface both with Dirichlet or Neumann
conditions.
The advantages of the method are: (1) no curved elements or geometrical transformation is required, we
just use an approximate polygonal domain which simplifies mesh procedure of the domain; (2) the ROD
procedure is implemented as a black box independently of the equations of the interior domain; (3) one
can achieved any order of accuracy in function of the polynomial degree used in the ROD procedure;
(4) we only need a DG solver involving Dirichlet conditions, independently of the boundary conditions,
since the ROD procedure translate any Robin conditions into an equivalent Dirichlet one.

Keywords: Very High Order, Curved boundary problems, ROD method
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Abstract
In this talk we present a novel family of high order accurate numerical schemes for the solution of hy-

perbolic partial differential equations (PDEs) which combines several geometrical and physical structure
preserving properties. Indeed, first, we settle in the Lagrangian framework, where each element of the
mesh evolves following as close as possible the local fluid flow, so to reduce the numerical dissipation at
contact waves and moving interfaces and to respect the Galilean and rotational invariance of the studied
PDEs system. In particular, we choose the direct Arbitrary-Lagrangian-Eulerian setting which, in order
to always guarantee the high quality of the moving mesh, allows to combine the Lagrangian motion with
mesh optimization techniques. The employed Voronoi tessellation is thus regenerated at each time step,
the previous one is connected with the new one by space-time control volumes, including hole-like sliver
elements in correspondence of topology changes, over which we integrate a space-time divergence form
of the original PDEs through a high order accurate ADER discontinuous Galerkin (DG) scheme [?, ?].
Mass conservation and the respect of the GCL condition are guaranteed by construction thanks to the
integration over closed control volumes, and robustness over shock discontinuities is ensured by the use of
an a posteriori sub-cell finite volume (FV) limiter. On the top of this effective moving mesh framework,
we have also made, for the first time in literature, the full ADER DG scheme with a posteriori sub-cell
FV limiter well balanced, by assuring that any projection, reconstruction and integration procedures
were always performed by summing up the exact value of the equilibria plus the high order accurate
evolution of the fluctuations [?]. The presentation is closed by a wide set of numerical results, including
simulations of Keplerian disks, which demonstrate all the claimed properties and the increased accuracy
and robustness of our novel family of schemes.

Keywords: Hyperbolic equations, High order discontinuous Galerkin schemes, Well balanced methods, direct
Arbitrary-Lagrangian-Eulerian methods, Voronoi tessellations, topology changes
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I. Gómez-Bueno1, M.J. Castro1, and C. Parés1

1Departamento de Análisis Matemático, Estad́ısica e I.O. y Matemática Aplicada,
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Abstract

In the previous work [1], two of the authors introduced a general technique to design high-order finite
volume numerical methods that exactly preserve a two-parameter family of non-moving stationary solu-
tions for the Euler equations of gas dynamic with gravitational forces. In this work we consider different
fluid models expressed as systems of balance laws of the form





ρt + (ρu)x = 0,

(ρu)t +
(
ρu2 + p

)
x

= S2Hx,

Et + (uΨ)x = S3Hx,

(1)

where ρ, u, and E are the unknowns, q = ρu is the momentum or the discharge; H(x) is a continuous
known function and p, Si, i = 2, 3, and Ψ are functions of (ρ, q, E). Two well-known examples of the
previous system are the one-dimensional compressible Euler system with gravity source term and the
Ripa model. Our goal is to design a general procedure to obtain high-order finite volume numerical
methods that preserve all the stationary solutions that represent fluid at rest, i.e. u = 0, which satisfy

px = S2Hx. (2)

Note that, given an arbitrary locally integrable density function, ρ, (2) gives an ordinary differential
equation for p:

dp

dx
= G(x, ρ, p), (3)

where
G(x, ρ, p) = S2(ρ,E(ρ, 0, p))Hx. (4)

This ODE will be assumed to have a 1-parameter family of solutions. Therefore, there are infinitely
many hydrostatic stationary solutions. A methodology to design methods which preserve all of them will
be presented, performing a number of numerical tests to check the well-balancedness of the methods:
the numerical results confirm the theoretical ones.

Keywords: Well-balanced methods, Euler equations, Ripa model, hydrostatic stationary solutions
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Abstract

This work introduces a general strategy to develop well-balanced high-order Discontinuous Galerkin
(DG) numerical schemes for systems of balance laws. The essence of our approach is a local projection
step that guarantees the exactly well-balanced character of the resulting numerical method for smooth
stationary solutions. The strategy can be adapted to some well-known different time marching DG
discretisations. Particularly, in this article, Runge–Kutta DG and ADER DG methods are studied.
Additionally, a limiting procedure based on a modified WENO approach is described to deal with
the spurious oscillations generated in the presence of non-smooth solutions, keeping the well-balanced
properties of the scheme intact. The resulting numerical method is then exactly well-balanced and high-
order in space and time for smooth solutions. Finally, some numerical results are depicted using different
systems of balance laws to show the performance of the introduced numerical strategy.

Keywords: systems of balance laws; exactly well-balanced; high-order methods; discontinuous Galerkin meth-
ods; ADER; Runge–Kutta; WENO; reconstruction operators
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Abstract

The widely used weakly compressible variant of Smoothed Particle Hydrodynamics (SPH) method suffers
from density oscillations and hence pressure oscillations. This is due to the particle Lagrangian nature
of the SPH method in combination with weakly compressible assumption, explicit time scheme and
that the SPH approximation of the differential operators is inherently central. There are two common
strategies how to suppress these issues. One of them is to use numerical diffusive term which is added in
the continuity equation in order to suppress the spurious oscillations on density field. The second option
is to describe the particle-particle interaction in terms of Riemann problem and use Riemann solver,
which provides numerical dissipation, to handle particle interactions. In our work, we deal with the
relation between these two approaches. For the piecewise constant reconstruction and for the piecewise
linear reconstruction we show that the usage of Riemann solvers is due to its intrinsic numerical viscosity
equivalent to usage of diffusive terms based on even derivatives, with the difference that the Riemann
solvers lead to significantly higher value of coefficient of numerical diffusion, then is used in case of
standard diffusive terms. Moreover we show, how this affects the conservation properties. We also
discuss the usage of limiters in case we work with the piecewise linear reconstruction of the solution. We
demonstrate the properties and relations between these two approaches on standard SPH test cases.

Keywords: Smoothed Particle Hydrodynamics, Diffusive terms, Riemann solver, Pressure oscillations
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Abstract

Level set methods are effective techniques for implicitly describing the evolution of interfaces. We deal
with a general nonlinear form of the level set equation in 2D given by

∂tψ + s|∇ψ| = 0 , s = a− ϵκ , ψ(x, 0) = ψ0(x) , x ∈ R2, (1)

where the zero level set of the unknown function ψ = ψ(x, t) represents the evolution of the said interface,
κ denotes the mean curvature of the level sets, and ϵ = ϵ(κ) ≥ 0 is a small parameter. The interface
advances in the normal direction of the level sets at a speed s dictated by the prescribed velocity
a = a(x) > 0 with the mean curvature playing the role of a small regularization term [1].

We aim to propose a fully upwinded numerical scheme for the approximation of the eikonal equation
regularized by small mean curvature term inspired by a semi-Lagrangian type of scheme for mean
curvature flows [2, 3] and advection-diffusion equations [4]. By using upwind discretization, the resulting
discrete algebraic system can be efficiently solved using solvers that take advantage of the upwind
schemes’ causality principle, allowing for fast convergence with a small number of iterations. Moreover,
to allow for more general settings without restriction on ϵ, we investigate possibilities to extend the
upwind scheme in a spirit of Weighted Essentially Non-Oscillatory (WENO) approximations [5].

Keywords: upwind numerical approximation, eikonal equation, mean curvature
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Abstract

In this work, we propose an all-Mach finite volume scheme for the compressible multiphase Baer and
Nunziato model [1]. In many industrial applications such as, trickle-bed reactors, sedimentation flows and
reactive flows in porous media, the characteristic velocity of the mean flow can be orders of magnitude
smaller than the characteristic speed of acoustic perturbations. As a consequence in the low-Mach regime,
explicit finite volume schemes suffer from stringent time-step limitations due to the stiff contribution of
acoustic waves.

In order to solve model equations efficiently and accurately in the low-Mach regime, we split the
convective term in a stiff part associated to fast acoustic waves, and a non-stiff part corresponding to
mean flow advection. An Implicit-Explicit Runge-Kutta (IMEX-RK) method (see [2]) is then used to
integrate the stiff part implicitly, while non-stiff terms are treated explicitly. By linearizations of time and
space derivatives in the energy equation, we derive a predictor-corrector scheme where the contribution
of pressure waves is accounted for by solving a system of non-linear elliptic equations for the phasic
pressures. This approach generalizes that in [3] to non-isentropic flows. A well-balanced discretization
of non-conservative terms is also introduced in order to preserve steady-states, including the so-called
”lake-at-rest” condition. The resulting numerical scheme is stable under a CFL condition based on
the macroscopic velocity. We also prove that our numerical scheme is asymptotic-preserving. Finally,
numerical results demonstrate the capabilities of our numerical scheme to correctly capture shocks in
the high-Mach regime as well as to efficiently simulate flows at low Mach numbers.

Keywords: Compressible multiphase flow, All-Mach schemes, IMEX Runge-Kutta, Well-balanced schemes
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Abstract

We are interested in the numerical approximation of discontinuous solutions in non conservative hyper-
bolic systems. Due to the lack of control of numerical viscosity, standard path-conservative methods
converge, in general, to weak solutions with wrong jump conditions (see [1]). In [3] a new strategy based
on in-cell discontinuous reconstructions which deal with this challenging topic was developed. Next, in
[4] the authors extended this strategy to second-order accuracy. In this work we present an extension to
high-order accuracy. It is based on the combination of the first-order in-cell discontinuous reconstruction
with the MOOD philosophy [2]. The first-order strategy allows in particular to capture exactly the iso-
lated shocks and this new high-order extension keep this property and improve the results when dealing
with more than one shock. Several numerical tests are proposed to validate the methods.
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Abstract
We are interested in the numerical simulation of liquid-gas mixtures, where the sound speed of the liquid
phase is consistently faster than the one of the gas phase. If in addition, the material wave is significantly
slower than the individual acoustic waves, the system can exhibit three different scales of wave speeds.
In these regimes, which are characterized by small, potentially different phase Mach numbers, using
an explicit scheme requires a time step that scales with the smallest appearing Mach number. This is
especially problematic when phenomena are monitored over a long time period. Moreover, the main
interest often lies on a sharp resolution of slow dynamics which would allow for a much larger time
step. Therefore, we use implicit-explicit (IMEX) time integrators where fast waves are treated implicitly
leading to a CFL condition which is restricted only by the local flow velocity.

In this talk, we present an all-speed finite volume scheme for two-phase flows based on a symmet-
ric hyperbolic thermodynamically compatible model given in [1, 2]. Since the flow regimes can range
from compressible for gases to almost incompressible for some liquids, a consistent discretisation of the
limit equations in the singular Mach number limit is important. This so called asymptotic preserving
(AP) property together with the correct numerical viscosity are essential for the simulation of weakly-
compressible flows. Since the flow regime of the two-phase flow model from [1, 2], is characterized by two
potentially distinct phase Mach numbers, different singular Mach number limits can be obtained which
depend on the constitution of the mixture. The AP property of our IMEX scheme is obtained by using a
reference solution approach based on the profound knowledge of well-prepared initial data. Further, the
reference state is used to linearise pressure based quantities avoiding the necessity for nonlinear implicit
solvers, see [3]. The consistency with single phase flow, accuracy and the approximation of material
waves in different Mach number regimes is illustrated in numerical simulations.

Keywords: All-speed scheme, IMEX method, reference state strategy, two-fluid flow, AP property, SHTC model
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Abstract

This talk is concerned with the challenges of devising high-order implicit schemes for systems of m
hyperbolic conservation laws

∂

∂t
u(x, t) +

∂

∂x
f(u(x, t)) = 0. (1)

The eigenvalues {λj(u(x, t))}mj=1 of the Jacobian of f provide the characteristic speeds, which describe
the speed propagation of waves in the system.

When solving hyperbolic systems, a source of difficulty is represented by stiff problems that occur
when the speeds span different orders of magnitude. In this case, implicit schemes may become convenient
for the numerical treatment of (1). In fact, it is well-known that the explicit time integration of (1)
requires to choose a time step ∆t = min{∆tacc,∆tstab} where ∆tacc is fixed by accuracy constraints,
and ∆tstab is due to the CFL stability condition, with

∆tstab ≤ C
h

maxj=1,...,m |λj(u)| , C ≤ 1.

Therefore, the stability constraint is more demanding than accuracy when maxj=1,...,m |λj(u)| ≫ 1. In
contrast, implicit schemes are not constrained to the CFL condition and, thus, can be used to set up
larger time step sizes. However, implicit methods may be more computationally expensive than explicit
ones, since they require the solution of a system of equations, in general nonlinear, at each time step.

Here, we deal with an efficient formulation of implicit high-order finite volume schemes. While
first order implicit schemes are fully linear and the only source of non-linearity is due to the nonlinear
flux function, they produce large dissipation errors. Achieving high-order accuracy allows to cure the
low-resolution, but it typically requires to employ non-linear space reconstructions to prevent spurious
oscillations. The use of such space-limiting procedures introduces an additional source of non-linearity
which becomes computationally challenging when using implicit schemes. The novel idea of [1] is to
use an implicit first order scheme to pre-compute the non-linearities of the space-limiting procedure.
This approach, named Quinpi, is tailored to the third order implicit approximation of (1), achieved
by using a third order DIRK for the time integration and a third order CWENO reconstruction for
the space discretization. The first order implicit scheme is a composite backward Euler, used to freeze
the nonlinear weights of the CWENO reconstruction making the resulting third order implicit scheme
nonlinear just because of the non-linearity of the flux function.

Keywords: Implicit methods, Essentially non-oscillatory schemes, Finite volumes
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Abstract
We present a constrained multivariate rational fitting framework for generating reduced order models
(ROMs) of dissipative LTI systems depending on a set of external parameters. Denoting with ϑ ∈ Θ ⊂ Rd

the vector of such parameters and with s the Laplace variable, we assume that the parameterized
transfer function of the underlying system, H̆(s,ϑ) ∈ CP×P , is known at discrete frequency-parameter
configurations sk = jωk, k = 1 . . .K, ϑm, m = 1 . . .M . A multivariate fitting approach is applied to
synthesize a reduced order transfer function fulfilling the fitting condition H(jωk,ϑm) ≈ H̆(jωk,ϑm),
based upon the rational model structure

H(s,ϑ) =
N(s,ϑ)

D(s,ϑ)
=

∑n̄
i=0Ri(ϑ) φi(s)∑n̄
i=0 ri(ϑ) φi(s)

,

{
φ0(s) = 1, φi>0(s) = (s− qi)

−1, ℜ{qi} < 0.

Ri(ϑ) =
∑

ℓ∈Iℓ
Ri,ℓ b

ℓ
ℓ(ϑ), ri(ϑ) =

∑
ℓ∈Iℓ

ri,ℓ b
ℓ
ℓ(ϑ).

(1)

In (1), the functions bℓℓ(ϑ) are multivariate Bernstein polynomials of degree ℓ = (ℓ̄1, . . . , ℓ̄d), and the set
Iℓ contains all the multi-indices identifying the basis components. The coefficients Ri,ℓ ∈ RP×P , ri,ℓ ∈ R
are the model unknowns, that are found enforcing the fitting condition in least-squares sense, through
an iteratively re-weighted linearized estimation process, known as PSK iteration [2]. As proved in [1], a
ROM with transfer function H(s,ϑ) structured as in (1) is dissipative (positive/bounded real, depending
on the system representation) when the following conditions are concurrently satisfied ∀ω ∈ R,∀ϑ ∈ Θ

ℜ{D(jω,ϑ)} > 0 and

{
N(jω,ϑ)D⋆(jω,ϑ) + N⋆(jω,ϑ)D(jω,ϑ) ⪰ 0 (positive real),

N⋆(jω,ϑ)N(jω,ϑ) − I · D⋆(jω,ϑ)D(jω,ϑ) ⪯ 0 (bounded real),
(2)

where I is the identity matrix of dimension P and superscript ⋆ denotes Hermitian transposition. Making
use of the Kalman-Yakubovich-Popov lemma, both conditions in (2) are rewritten equivalently in terms
of Linear Matrix Inequalities (LMIs) in the model coefficients, that are required to hold uniformly over
Θ. By systematically applying the properties of the Bernstein polynomials, we show that such convex
yet infinite-dimensional constraints are implied by the fulfillment of two finite-dimensional LMIs. We
incorporate these LMIs in the fitting process, thus concurrently enforcing the model-data fitting and the
ROM dissipativity conditions. The effectiveness of the resulting constrained rational fitting approach is
demonstrated over test-cases of practical relevance in the field of electronic CAD.

Keywords: Multivariate rational fitting, Parameterized model order reduction, Dissipative systems
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Abstract
Data-driven methods for learning reduced-order models of dynamical systems from measurements

are an important category of model reduction methods [1]. In this talk, data are composed of frequency
response measurements, i.e., samples of the transfer function of the unknown model, sampled at par-
ticular interpolation points. Out of a plethora of data-driven methods for approximating dynamical
systems (see [1]), we mention here the Loewner framework (LF) originally introduced in [2]. It is a
data-driven system identification and complexity reduction methodology that constructs models from
frequency response data by means of interpolation. To compute a reduced-order model, one first com-
putes data matrices L and Ls which respectively denote the Loewner and the shifted Loewner matrix
associated to the data. Then, one uses the decay of the singular values of the Loewner pencil ζL − Ls

to make an a priori decision on what dimension should the reduced model have. In the last decade, the
LF has been extended to the problem of approximating data by multivariate rational functions [3, 4].
This is closely connected to reduced-order modeling of parametric dynamical systems, as shown in [4],
where the parametric Loewner framework (pLF) was introduced. This method is effective, but does not
inherit some important properties of LF, and it is challenging to be extended to more than 2 parameters
(the explicit computation of barycentric forms in higher dimensions becomes tedious or even unfeasible).
In the current work, we discuss a modification of pLF that allows expressing the parametric Loewner
matrices as solutions of nested (linear) Sylvester equations. This circumvents the need of explicitly
using barycentric forms, and incorporates least-squares fit into the process. Additionally, we discuss
ways of circumventing one bottleneck associated to the pLF: scalability with the number of parameters.
We show that by using the Sylvester equation formulation, it is possible to directly extend this new
framework to multiple dimensions, in an elegant and straightforward manner. This is done by having to
(approximately) solve k nested Sylvester equations, where k is the the total number of variables.

Keywords: Parametric dynamical systems, Rational approximation, Loewner framework, Sylvester equations.
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Abstract

We build a nonlinear registration-based model reduction procedure to obtain new outputs from avail-
able solutions of parametrized porous-media flow problems. The point-set model, which is independent
of the underlying equation, is made of two main steps: (i) determine displacement; (ii) build a bijective
mapping. To obtain displacement, we consider deforming the point clouds in the point-set registration
model.

We present the results of this methodology in cases of single and two-phase flows.

Keywords: optimal transport, registration, porous-media
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Abstract

In this talk, we consider reduced-order modeling for (parametric) linear time-invariant systems based
on nonlinear least-squares. We show how this problem is a special case of the more general L2-optimal
parametric reduced-order modeling problem and corresponds to a proper choice of the measure space.
By exploiting this theoretical connection, we propose a gradient-based optimization algorithm for finding
locally optimal reduced-order models. We discuss how our framework relates to (and differ from) the
vector fitting method for rational least-squares reduced-order modeling of linear time-invariant systems.
Furthermore, we present the necessary optimality conditions in the interpolation form, analogous to the
interpolatory H2-optimality conditions. Finally, we demonstrate the results on a number of numerical
examples.
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Abstract

We describe an MOR approach for parametric frequency-response problems, where the high-fidelity
problem is used to model not only the impact of the frequency z ∈ C on the system response, but also
that of additional (e.g., design or uncertain) parameters p ∈ Rn, n ≥ 1.

Our proposed MOR method relies on minimal rational interpolation [1] for the surrogate modeling
of the frequency dependence, for few fixed values of the parameters p. In this step, only the dependence
on z is taken into account, and the resulting surrogates are a collection of rational functions of frequency
only. The different z-surrogates are then combined to obtain a global approximation with respect to
both frequency and parameters [2].

Our approach is non-intrusive, i.e., we do not require access to the matrices/operators defining the
underlying problem. This is of practical interest, for instance, when the (e.g., finite element) solver that
computes the frequency response is a black box, which happens when closed-source proprietary code
is used. Moreover, since we do not assume the high-fidelity problem to have a specific structure, our
method can easily be applied even when nonlinearities are present.

We also describe how, in the interest of making our approach more accurate and efficient, one can
select the sample points adaptively, still within a non-intrusive framework. This is achieved by using
locally adaptive sparse grids over p-space. This approach, among other benefits, is also able to weaken
the curse of dimension that is incurred if many parameters are present (n≫ 1).

Finally, we describe some of the issues that one encounters if the poles and residues of the system
do not depend smoothly on the parameters. We describe how our method can be adapted to tackle
this case more effectively. Specifically, one first identifies the locations of potential singularities via an
a posteriori indicator. Then, higher-order approximations of poles and residues are introduced locally
around such locations. In most cases, this refinement step does not entail any extra computational cost.

Keywords: Parametric dynamical systems, Adaptive rational approximation, Locally adaptive sparse grids,
Bifurcations

References

[1] D. Pradovera (2020). Interpolatory rational model order reduction of parametric problems lacking
uniform inf-sup stability. SIAM J. Num. Anal., 58(4), 2265–2293.

[2] F. Nobile, D. Pradovera (2021). Non-intrusive double-greedy parametric model reduction by inter-
polation of frequency-domain rational surrogates. ESAIM: M2AN, 55(5), 1895–1920.

315



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Model reduction for stochastic systems with nonlinear drift

Martin Redmann∗1

1 Institute of Mathematics, Martin Luther University Halle-Wittenberg
martin.redmann@mathematik.uni-halle.de

Abstract

In this talk, we study dimension reduction techniques for large-scale controlled stochastic differential
equations (SDEs). The drift of the considered SDEs contains a polynomial term satisfying a one-sided
growth condition. Such nonlinearities in high dimensional settings occur, e.g., when stochastic reaction
diffusion equations are discretized in space. We provide a brief discussion around the stability of solutions.
(Almost) stability then is the basis for new concepts of Gramians that we introduce and study in this
work. With the help of these Gramians, dominant subspace are identified leading to a balancing related
highly accurate reduced order SDE. We provide an algebraic error criterion and an error analysis of the
propose model reduction schemes. The talk is concluded by applying our method to spatially discretized
reaction diffusion equations.

Keywords: Model order reduction, nonlinear stochastic systems, Gramians, Lévy processes
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Abstract

The availability of mathematical models is essential for the analysis, control and design of modern
technological devices. As the computational power has advanced, the complexity of these mathematical
descriptions has increased. This has kept the computational needs at the top or over the available
possibilities. A solution to this problem is represented by model reduction which consists in finding a
simplified mathematical model which maintains some key properties of the original description.

In this presentation, methods to obtain parametric reduced order models by moment matching from
input/output data generated by system interconnections are presented. Algorithms for the estimation
of the moments of linear and nonlinear parametric systems are proposed by extending the results in [1].
Collecting time-snapshots of the input and output of the system at a given sequence of time instants
tk, algorithms to define parametric families of reduced order models at each instant of the iteration tk
are devised. These models asymptotically match the moments of the unknown parametric system to be
reduced. Conditions to enforce additional properties, e.g. matching with prescribed eigenvalues, upon
the reduced order model are provided and discussed.

Additional results are presented for linear systems. On the one hand, the free parameters are exploited
to obtain a constrained optimal model that minimizes the error of the transient response, extending the
results in [2]. On the other hand, a method to obtain two-sided moment matching at arbitrarily selected
interpolation points is developed based on collecting time-snapshots of the input of and output of an
interconnection of the system with two signal generators. Some discussion about the impact of noise is
provided [3].
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Abstract

In this talk, we present a novel data-driven method for identifying parametric MIMO generalized state-
space or descriptor systems of low order that accurately capture the frequency and time domain behavior
of large-scale linear dynamical systems. The low-order parametric descriptor systems are identified from
transfer matrix samples by means of two-variable Lagrange rational matrix interpolation. This is done
within the Loewner framework by deploying the new matrix-valued barycentric formula given in both
right and left matrix fraction form, which enables construction of minimal descriptor systems for rectan-
gular transfer matrices. The developed method allows the reduction of order and parameter dependence
complexity of the constructed system. Stability of the system is preserved by the post-processing tech-
nique based on the flipping signs of unstable poles. The developed methodology is illustrated with a
few academic examples and applied to low-order parametric state-space identification of an aerodynamic
system.

Keywords: Parametric model-order reduction, low-order system identification, two-variable rational matrix
interpolation, parametric state-space realization

318



MS29 - Efficient numerical methods in computational
biomechanics

319



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Numerical approximations for solid Tumor growth model

Sonia Seyed Allaei1 and Adélia Sequeira 2
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Abstract

A numerical algorithm for a multiscale diffuse interface model describing the evolution of a tumor inside a
host tissue is elaborated in 2D. The model consists of fourth-order nonlinear advection-reaction-diffusion
equations (of Cahn-Hilliard-type) for the cell-species coupled with reaction-diffusion equations for the
substrate components [3, 2]. Due to the high non linearity of the coupling system, and to its numerical
stiffness the numerical solution of the model is challenging.

Our goal is to use a stabilized method, to obtain an unconditionally stable linear scheme with second-
order accuracy in both time and space derived from a modification of the Crank-Nicolson scheme for time
discretization and a quadratic Lagrange finite element method (P2 element) for discretization in space
[1]. Due to the diffuse interface structure of the model, the system will have solutions with sharp steep
in the tumor/host interface [3]. An adaptive time algorithm will be used for increasing the accuracy
and reducing the number of iterations. Some numerical simulations are reported that accurately and
efficiently reproduce the progression of tumors with complex morphologies.

Keywords: advection diffusion equations, coupled system, numerical approximation, diffuse interface model,
solid tumor growth
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Abstract

In this talk, a diffuse interface model for tumour growth is considered, with a Cahn-Hilliard equation for
the tumour cells. A finite element approximation of the model is introduced, and the importance of the
dual quantities is demonstrated. As these fluxes are not H(div) conforming, several dual approaches are
investigated and a particular focus lies on the adaptive error control. Finally, we present some numerical
results.

Keywords: Cahn-Hilliard, flux reconstruction, mixed finite element method
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Abstract

Recent advances in regenerative cardiology recently have been employing induced stem cells [1], and
in silico numerical models can help experimental techniques studying the electronic maturation toward
the expression of an adult cardiac phenotype [4]. We present a numerical model based on a reaction-
diffusion system coupled with stem cells ionic models, yielding a novel and highly accurate simulation
of the action potential propagation in an engineered 3D cardiac tissue.

Our model is based on a 3D non-linear reaction-diffusion partial differential equation, known as
cardiac Monodomain equation, describing the space-time evolution of the electrical transmembrane po-
tential. This equation is coupled with a stiff system of ordinary differential equations for stem cells,
known as ionic model, describing the dynamic of gating variables and ionic concentrations through the
myocyte’s membrane. The cardiac model is then discretized using an operator splitting technique, and
then employing Isogoemetric Analysis in space and semi-implicit finite differences in time. The resulting
numerical solver is then applied to assess the accuracy of the simulation of the action potential propa-
gation in a cardiac fiber. The solver is then applied to investigate the 3D action potential propagation
in an engineered ventricle model, calibrated as in [3]. Our results demonstrate the feasibility of virtual
representations of innovative derived stem cells ventricle, indicating an in silico low-cost approach to
stem cells tissue investigations [5].
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Abstract

In this talk, we present some applications of domain decomposition based implicit finite element methods
in the simulation of blood flows in the human artery at the full-body and individual organ scales. Several
mathematical, clinical, bio-mechanical, and supercomputing issues will be discussed in detail.

Keywords: Navier-Stokes equations, blood flow problems, domain decomposition
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Abstract

Cancer growth is a complex phenomenon due to the interaction of different biological and physical
processes, as well as the presence of multiple spatial and temporal scales. This research focuses on 3D
individual-based (agent-based) models, in which each agent (a single cell, for example) is fully realized
within the model, and interactions are primarily governed by mechanical forces between elements.

This work builds on the individual-based model recently introduced in [1, 2], which allows acounting
for mechanical interaction, interaction with microcirculation, and the presence of fibrous extracellular
matrix, by introducing different types of agents (cells with different phenotypes, tissue fibers, and blood
vessels) and considering the coupling of the cancer growth model with an immersed finite element method
for modeling the oxygen concentration within the tissue.

In particular, we introduce general oxygen-mediated phenotypic changes by describing the phenotype
of each cell with a discrete value in the interval [0, 1] (where 0 corresponds to a normoxic state and 1
to a hypoxic state). Phenotypic mutations are modeled by a uniform probability function depending on
the availability of nutrients for the particular cell, following the approach introduced for a continuum
(PDE-based) model by [3].

We show preliminary numerical simulations to validate the results of the individual-based model
against the expected values from the corresponding continuum description, discussing also different
aspects of the linkage between agent-based and PDE-based simulations.

Keywords: Cancer modeling, Agent-based model, Continuum model, Oxygen phenotypes
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Abstract
The numerical simulation of atherosclerotic plaque growth is computationally prohibitive, since it in-
volves a complex cardiovascular fluid-structure interaction (FSI) problem with a characteristic time scale
of milliseconds to seconds, as well as a plaque growth process governed by convection-diffusion-reaction
equations, which takes place over several months or years. A resolution of the fast (micro) scale over
this period can easily require more than a billion time steps, each corresponding to the solution of a
computationally expensive FSI problem.

To tackle this problem, we combine a temporal homogenisation approach with parallelisation in time.
First, a temporal two-scale approach is developed, which separates the problem in an FSI problem on
the micro scale and a convection-diffusion-reaction problem on the macro scale. Second, a parallel time-
stepping approach based on the parareal algorithm is applied on the macro scale of the homogenised
system. We investigate modifications in the coarse propagator of the parareal algorithm to further
reduce the number of expensive micro problems to be solved and test the numerical algorithms in
detailed numerical studies.

Keywords: Atherosclerotic plaque growth; Temporal homogenisation; Temporal parallelisation; Fluid-structure
interactions
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Abstract

Simulations, such as the muscle simulation framework OpenDiHu [3], consist of many numerical com-
ponents that affect the simulation accuracy and the required resources. Components such as models,
discretization, solvers and floating point accuracy, all influence the simulation behavior. However, find-
ing an optimal combination of these components that balances accuracy and computational resources
can be a difficult and time-consuming process. Model-based Bayesian optimization is a useful tool to
tackle such problems [2]. Many existing optimization approaches treat the optimization function as a
black-box. We present a Bayesian approach that uses prior knowledge of the simulation components to
optimize the temporal discretizations on multiple scales of the simulation. In each step of the Bayesian
optimization, a model for the simulation error and the run time is improved. This model uses already
known data of the simulation properties and incorporates prior knowledge of the simulation such as a
priori convergence orders and run time scaling of the components. Based on the model a new set of
simulation parameters is selected, for which the simulation is run. A new simulation run should not
only help to approach the optimum of the objective problem, but also improve the models that are
used for the optimization. Further it has to take the cost of each possible simulation run into account,
which depend on the discretization parameters and thus vary significantly. We discuss our optimization
approach, how a priori knowledge is used in the model and how simulation costs can be integrated.
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Abstract

We present in this talk an effective model for transport processes in periodically perforated elastic media,
taking into account also cyclic elastic deformation as it occurs e.g. in lung tissue due to respiratory move-
ment. The underlying microscopic problem consists of a linear elasticity equation for the displacement
within the Lagrangian framework, posed on a fixed domain and a diffusion equation for the concentration
within the Eulerian framework, posed on the current deformed domain. After a transformation of the
diffusion equation onto the fixed domain, we derive the upscaled model by means of a formal asymptotic
expansion. The system is nonlinearly coupled through effective coefficients, which also take into account
the periodic microstructure. We develop and study numerical methods for our problem and perform
simulations that are inspired by a bioengineered microdevice which is able to reconstitute critical lung
functions (Lung-On-A-Chip). The simulations shed light into the sensitivity of the model with respect
to several experimental parameters such as frequency or magnitude of the cyclic mechanical strain.

Keywords: Perforated elastic medium, Evolving microstructure, Diffusive transport, Two-scale expansion,
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Abstract

In this talk, we present a model for simulating blood flow within a network consisting of the largest
arteries branching out of the heart. In order to decrease the computational effort one-dimensional (1D)
Navier-Stokes equations are used to describe the flow field within this network. Since only large arteries
are modeled by means of the 1D Navier-Stokes equations, appropriate boundary conditions have to be
imposed at the outlets of the considered network. One way to account for the missing vessels is to
use systems of ordinary differential equations incorporating the resistance and capacity of the omitted
vessels. Since they exhibit no space variable they are indicated as 0D models. All in all, this results in a
1D-0D coupled blood flow model [1, 3]. Parameters of the 0D models have to be chosen in a careful way
to produce realistic simulation data. Using measurements of blood pressure curves, these parameters
are calibrated by means of appropriate minimization problems. To avoid expensive evaluations of the
respective cost functionals, kernel methods are considered [1, 2] to approximate the cost functionals. For
the solution of the minimization problems, we apply two different types of approaches: The first one is
a classical optimization method, while the second one exploits features of a quantum annealer. In case
of the second approach, we discuss new algorithmic aspects [4]. The performance of both algorithms is
illustrated by several numerical tests.
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Abstract

In biomedical applications, there are many interactions between single objects and the direct environ-
ment, and one of the most important interactions is conducted by the diffusion of the compounds, such
as signalling molecules. For example, in the wound healing, immune cells releases cytokines to attract
the skin cells migrate towards the wound region; in drug delivery, the microbubbles release the drug
molecules to the targeted region.

For the sake of computational efficiency, in mathematical modelling and for theoretical purposes, the
Dirac Delta distributions are often utilized as a replacement for cells or vesicles, since the size of cells or
vesicles is much smaller than the size of the surrounding tissues. Here, we consider the scenario that the
cell or the vesicle releases the diffusive compounds to the immediate environment, which is modelled by
the diffusion equation. Typically, one separates the intracellular and extracellular environment and uses
homogeneous Neumann boundary condition for the cell boundary (so-called spatial exclusion approach),
while the point source approach neglects the intracellular environment. We show that extra conditions
are needed such that the solutions to the two approaches are consistent. We prove a necessary and
sufficient condition for the consistency. Suggested by the numerical results, we conclude that an initial
condition in the form of Gaussian kernel in the point source approach compensates for a time-delay
discrepancy between the solutions to the two approaches in the numerical solutions. Various approaches
determining optimal amplitude and variance of the Gaussian kernel have been discussed; see [1] for more
details.

For the homogeneous flux density from the cell membrane, one can easily replace each cell by one
Dirac point at the cell center. However, for inhomogeneous flux density, for instance, the sinusoidal
function, multiple Dirac points are needed besides the cell center to represent the cell, which forms a
dipole or tripole system — similar to the cases in electromagnetism.
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Abstract

In this talk, we present a phase-field model for tumour growth, where a diffuse interface separates a
tumour from the surrounding host tissue. In our model, we consider transport processes by an internal,
non-solenoidal velocity field and biological effects like chemotaxis. We include viscoelastic effects with
a general Oldroyd-B type description with possible relaxation, stress sources by growth and additional
stress diffusion. We discuss the numerical approximation with a fully-practical, stable and converging
finite element scheme in two and three space dimensions, which preserves the physical properties of the
model. As the discretization parameters tend to zero, we pass to the limit in the numerical scheme
and show (subsequence) convergence towards a global-in-time weak solution in two and three space
dimensions. Finally, we illustrate the practicability of the discrete scheme with the help of numerical
simulations.

Keywords: Finite element approximation, Cahn–Hilliard, viscoelasticity, tumour growth
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Abstract

This presentation is devoted to the efficient solution of variational-monolithic fluid-structure interaction
(FSI) initial-boundary value problems [1]. Due to the interface coupling conditions, the development of
robust scalable parallel solvers remains a challenging task. The main purpose of this work consists in
further numerical studies of the solver, developed in [2, 3], for a benchmark problem that is motivated
by hemodynamic applications. Specifically, we consider channel flow with elastic membranes and elastic
solid walls. This situation is challenging because of the thin elastic flaps and was the motivation for fluid-
structure interaction models such as immersed methods in the past. We employ arbitrary Lagrangian-
Eulerian coordinates, because of the high accuracy of the coupling conditions as the interface is tracked.
For a careful evaluation of the performance of our physics-based block FSI preconditioner from [3], we
use sparse direct solvers for the mesh, solid, and fluid subproblems. These sparse direct solvers should
be replaced by iterative solvers in the case of large-scale problems with a high number of degrees of
freedom. Therein, the flow part with well-known saddle-point structure becomes very critical, which
was not yet the case for our solver applied to some FSI benchmarks. The performance of our block FSI
preconditioner and overall linear GMRES solver is evaluated in terms of iteration numbers as well as
memory storage. Moreover, iteration numbers of the nonlinear Newton solver are monitored. Finally, a
compu- tational convergence analysis for flap tip displacements, drag and lift for different spatial mesh
levels is conducted.
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Abstract

The bulk-surface wave-pinning (BSWP) model is a reaction-diffusion system given by





ut = Du∆u, x ∈ Ω ⊂ R3,

−Dun · ∇u = f(u, v) x ∈ ∂Ω,

vt = Dv∆Γv + f(u, v), x ∈ ∂Ω,

where ∆Γ indicates the Laplace-Beltrami operator and the reaction function is

f(u, v) =

(
α+

βvγ

Kγ + vγ

)
u− δv.

Such system constitutes one of the simplest model of cell polarisation and describes the switching be-
tween active (v) and inactive (u) state of a representative protein from the GTPase family. Since GTPase
active proteins are generally bounded to the cell membrane, and inactive proteins are generally found
in the cytosol, the bulk-surface framework naturally allows us to define u and v on different domains,
respectively ∂Ω and Ω. Interactions are described by the nonlinear reaction term f(u, v) at the surface.
Cell polarisation arises as the surface component develops specific patterns. The surface reaction-
diffusion equation promotes propagating front solutions with non-constant speed, which eventually get
pinned. In this way, the surface will finally be characterised either by areas with low or areas with high
levels of v.
Following some test examples presented in our recent work [1], I will present and discuss the bulk-
surface finite element method, which we use for solving the system numerically, over simple and complex
geometries, showing pattern formation due to propagation and pinning dynamics. The generality of
our mathematical and computational framework is suitable for the study of more complex biochemical
reactions and biomechanical properties associated with cell polarisation in multi-dimensions.
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Abstract

The modeling of the dynamics the Cerebrospinal Fluid (CSF) in the brain intrinsically entails different
physics, since the CSF both filtrates through the cerebral tissue and it flows in three-dimensional neuron-
free regions such as the brain ventricles and the subarachnoid space. Moreover, the generation of CSF
is strictly coupled with blood perfusion in the brain. Motivated by this, we introduce a multiphysics
model encompassing dynamic Multiple-Network Poroelastic (MPE) equations for the poromechanics of
the tissue [1] and Navier-Stokes equations for the 3D modeling of the CSF flow in the neuron-free regions.
The MPE model accounts for multiple scales of blood vessels and the extracellular component of the
CSF, while the interface conditions between the physical domain describe the physiological exchange of
mass and stress [2].

We present a discontinuous Galerkin method for the space discretization of this coupled problem,
based on polytopal grids for an accurate representation of the extremely complex geometry of the in-
terface between the two physical domains. Through a priori analysis, we provide stability results and
error bounds for the semi-discrete problem on polygonal/polyhedral elements of general shapes. Com-
bining a Newmark β-method and θ-methods, we introduce a second-order temporal discretization of the
system. The verification of the method is carried out by convergence tests in simplified and realistic
geometries, and a three-dimensional patient-specific simulation is carried out on a domain reconstructed
from magnetic resonance images.

Keywords: Navier-Stokes equations, multiple-network poroelastic theory, a priori analysis, polygonal/polyhedral
mesh
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Abstract

Motivated by recent results on formation and adaptation of biological transport networks [1], in par-
ticular leaf venation in plants, we study a discrete model consisting of an energy consumption function
constrained by a linear system on a graph. We discuss how structural properties of the optimal network
patterns, like sparsity and (non)existence of loops, depend on the convexity/concavity of the metabolic
part of the energy functional. We then introduce robustness of the network in terms of algebraic connec-
tivity of the graph and explain its impact on the network structure. Passing to the continuum limit as the
number of edges and nodes of the graph tends to infinity, we recover a nonlinear system of PDEs. This
elliptic-parabolic system consists of a Darcy’s type equation for the pressure field and a reaction-diffusion
equation for the network conductance. We explain how the robustness property is reflected on the level
of the PDE description. We give both analytical results and systematic numerical simulations for the
PDE system, providing interesting insights into the mechanisms of network formation and adaption in
biological context.
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Abstract

In classical molecular dynamics, interactions between bonded particles introduce high frequencies to the
system and render the solution highly oscillatory. With a suitable linearisation this nonlinear problem
can be formulated as a semilinear problem. In this case, trigonometric integrators are well-known to
allow for long time steps by using matrix-valued trigonometric functions (e.g., [1, Chap. XIII] and [2]).
The efficiency of these integrators depends strongly on the evaluation of the product of the matrix-valued
trigonometric functions with a vector. Krylov subspace approximations are a good choice for this task
[3]. We also discuss an alternative approach based on Chebychev polynomials proposed in [4], where the
trigonometric functions are approximated by appropriate polynomials. The resulting leapfrog-Chebychev
scheme can be seen as a particular implementation of the trigonometric integrator.

We present a parallel implementation of a trigonometric integrator and a leapfrog-Chebychev scheme
in the molecular dynamics software package LAMMPS [5]. We demonstrate the efficiency on selected
examples ranging from solids to gases. Depending on the system, our implementation is up to 3 times
faster than the highly optimized implementation of the standard Verlet integrator.
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Abstract

We present a multiscale model for tumor invasion and its implementation with adaptive finite elements
using cut cells in a two dimensional domain. The macroscopic dynamics determines the distribution
of cancer cell c and extracellular matrix v in the domain Ω(t) ⊂ R2, see equations (1–2), where the
time-dependent domain is defined by a transport equation for a level set function ϕ(t). The interface
dynamics, determined by the velocity of the domain boundary V (m), is governed by the solution of the
distribution of matrix degrading enzymes m defined in a microscopic domain ϵY at the boundary of the
cancer region (3). In [1] the transport equation for the domain is solved by the stream line diffusion finite
element method. Here, we present a propagation of the domain according to a computed velocity field,
where the Fast Marching algorithm solves the eikonal equation (4) in a time step ∆T of the macroscopic
problem. We discuss some aspects of the numerical implementation and show numerical results.

Macroscopic model component:

∂c

∂t
= D1∆c− η∇ · (c∇v) + µ1c(1 − c− v) in Ω(t) × [0, T ], (1)

∂v

∂t
= −αcv + µ2(1 − c− v) in Ω(t) × [0, T ]. (2)

Microscopic model component:

∂m

∂t
(y, t′) = D2∆m(y, t′) + Fx(c) (y, t′) in ϵY × [0, T ′]. (3)

Transport of domain boundary:

V (m) · ∥∇ϕ∥ = 1, in Ω′ × (0,∆T ]. (4)

Keywords: Mathematical Biology, Multiscale Model, Finite Element Method, Adaptive Grid, Cut Cells, Fast
Marching Method
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Abstract

Most usual algae cultivation systems are the raceway ponds (open channels in the shape of an oval with
a rotating paddle wheel to promote the recirculation of the shallow water inside them) [1, 2]. This work
deals with the optimization of different characteristics in these raceway ponds: location and speed of
the paddlewheel, height of water, etc. [3]. We formulate this real-world problem as an optimal control
problem where the state system couples the nonlinear Navier-Stokes equations for hydrodynamics with
the 3D convection-reaction-diffusion equations for algae/nitrogen/phosphorus concentrations [4], and the
objective function to be maximized represents global algae concentration at the final time of the process,
subject to suitable geometric and technological constraints. After a detailed mathematical formulation
of the problem, we propose a numerical algorithm for the resolution of the discretized problem. Finally,
we show some preliminary computational results related to the numerical modelling of the state system
and to the optimization of the discretized problem.
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Abstract

Many biological tissues must be structured in such a way as to be able to adapt to two extreme biome-
chanical scenarios: they have to be strong to resist high pressure and mechanical forces and yet be
flexible to allow large expansions and growth. A part of nature’s solution to this intriguing problem
are the complex microstructures and microscopic (cellular) processes, that modify tissue’s elastic prop-
erties. To analyse the interplay between the mechanics, microstructure, and the chemistry we derive
microscopic models for plant biomechanics, assuming that the elastic properties depend on the chemical
processes and chemical reactions depend on the mechanical stresses. The microscopic models constitute
strongly coupled systems of reaction-diffusion-convection equations for chemical processes and equations
of elasticity or poroelasticity for elastic deformations. Multiplicative decomposition of the deformation
gradient into elastic and growth parts is used to model growth of a biological tissue. To analyse the
properties and behaviour of plant tissues, the macroscopic models are derived using homogenization
techniques. Numerical solutions for macroscopic models demonstrate the impact of the microstructure
on tissue deformations and growth.
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Abstract

Modeling biological processes is a highly demanding task because not all processes are yet fully un-
derstood. Therefore the mathematical models include terms that abstract from the real micro-scale
mechanisms. For these terms, experimental parameter calibration is extremely challenging as the pa-
rameter value can not be determined by single experiments.

In this talk, we present ideas on how to overcome these difficulties by using longtime characteristics of
solutions for, first, finding abstract mechanisms covering large-scale observations and, second, determin-
ing parameter values for the abstract mechanisms. These parameter values are not directly connected
to experimental data but serve as link between known mechanisms and observations. The framework
combines machine learning techniques with characteristic solution behavior of reaction-diffusion equa-
tions. For testing the framework, ordinary differential equations with different complexity are used. This
simplified setting gives insight into challenges by using rare data only.

Keywords: Reaction diffusion models, model discovery, multi-scale information
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Abstract

Communication and interactions between cells happen mostly through intercellular signalling processes.
These signalling pathways are important in all physiological activities of the cell, such as cell division,
cell movement, immune response, and tissue development. In many of these signalling pathways, the
chemical processes and mechanics of the cell work together [1]. However, how exactly these two phenom-
ena communicate is not well known. A common way to model the chemical processes of cell signalling
pathways are reaction-diffusion equations [2]. The mechanical properties of the cell are modelled assum-
ing elastic constitutive relationships. Regarding the chemical process, our model includes the diffusion
of signalling molecules and membrane receptors, and the reactions between the molecules and recep-
tors. This is coupled to the mechanical properties such that the mechanics of the extracellular matrix
influences the interaction between the signalling molecules and the results of the signalling pathways
affect the deformation of the cell. To explore this coupling, we model the cell signalling processes involv-
ing the Rho signalling molecule, which is known to interact with the mechanical properties of the cell
and the extracellular matrix [3]. Simulation results, benchmarking and a comparison to experimental
observations will also be presented.
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Abstract
Multi-physics mathematical models of the vascular microenvironment (VME) provide quantitative in-
sights on the pathophysiology of diseases such as cancer. The full order model (FOM) describes blood flow
and oxygen transfer from the microvasculature to the tissue [1] and it consists of a 3D model for the tissue
combined to a 1D model in the vascular network, based on parametrized partial differential equations
(PDEs). In order reduce the computational cost of the high-fidelity FOM solution uh(µph,µg), repre-
senting the oxygenation of the microvascular environment, where µph are the physiological parameters
and µg describes the architecture of the vascular network, we adopt a non-intrusive and nonlinear model
order reduction for PDEs [2]. We propose a reduced order model (ROM) that can handle the dependence
on µph and µg in the framework of proper orthogonal decomposition and artificial neural networks (POD-

NN) [3]. First, we build the matrix V of POD basis functions, so that uh(µph,µg) ≈ VVTuh(µph,µg)

where VTuh(µph,µg) are the reduced basis coefficients. We approximate these reduced coefficients using
a neural network ũNN (µph,µg) that combines dense layers for the physical parametrization with a Mesh-
Informed Neural Network (MINN) [4] for the geometrical inputs. An augmented POD-NN approach is
carried out exploiting a neural closure model based on the geometrical parametrization, in order to
retrieve the local nonlinear information and to capture the effect of the subgrid-scale processes. In this
context we define the map ũC

NN (µg, ũNN (µph,µg;θ0
ph,θ

0
g);θC

g ) = VũNN (µph,µg;θ0
ph,θ

0
g)+fC(µg;θC

g )
approximating the FOM solution uh. Due to a relevant speed-up and negligible loss in accuracy with
respect to the FOM, the proposed ROM is exploited to accelerate the estimation of statistics of oxygen-
related quantities of interest, applying a multifidelity Monte Carlo (MFMC) method and developing a
robust and reliable Uncertainty Quantification (UQ) analysis. An unbiased estimator of the statistics
of the total variation is provided through an optimal balance between the evaluations of the FOM and
ROM models.
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Abstract
The spreading of prionic proteins is at the basis of brain neurodegeneration. To study the numerical

modelling of the misfolding process, we introduce and analyze a discontinuous Galerkin method for the
semi-discrete approximation of the Fisher-Kolmogorov (FK) equation. We employ a PolyDG method
for space discretization, which allows us to accurately simulate the wavefronts typically observed in the
prionic spreading [1]. For this problem, we prove stability and a priori error estimates for the semi-
discrete formulation. After a numerical verification, we carry out realistic simulations of α-synuclein in a
three-dimensional patient-specific brain geometry reconstructed from magnetic resonance images. More-
over, we simulate the spreading in a two-dimensional brain slice in the sagittal plane with a polygonal
agglomerated grid.

Starting from medical images we construct also reduced-order models based on graph brain con-
nectome, that are useful if the problem needs to be solved many times, for example in uncertainty
quantification algorithms. In the FK equation, the reaction coefficient can be modelled as a stochastic
random field, taking into account all the many different underlying physical processes, and overcoming
its non-measurability. We infer probability distribution by means of the Monte Carlo Markov Chain
method applied to clinical data of Amyloid-β concentration. The resulting model is patient-specific and
can be employed for predicting the disease’s future development. Forward uncertainty quantification
techniques (Monte Carlo and sparse grid stochastic collocation) are applied to quantify the impact of
the reaction variability on the progression of protein accumulation within the next 20 years [2].
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Abstract
For the wave equation, hybrid high-order methods (HHO) were developed and analyzed for fitted [1,2] and
unfitted [3] meshes. This contribution extends these methods to simulate the elasto-acoustic problem,
where the mesh fits the material interface. Both the second-order formulation in time and its refor-
mulation as a first-order system are discussed. The implicit, second-order accurate Newmark scheme is
used for the time discretization of the second-order formulation, while diagonally-implicit Runge-Kutta
schemes are used for the first-order formulation. The HHO scheme is amenable to static condensation at
each time step for both schemes. On the basis of numerical results from test cases involving analytical
solutions, it has been shown that the methods can deliver optimal convergence rates.
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Abstract
Bulk-Surface Partial Differential Equations (BSPDEs) have quicky become a prominent topic both in
numerical analysis and mathematical modeling.

For the numerical approximation of Reaction-Diffusion Systems of Bulk-Surface type (BSRDSs), we
present the Bulk-Surface Virtual Element Method (BSVEM) of lowest order. We provide a geometric
error analysis of flat polyhedral meshes independent of the method [1]. Then, we provide a full error
analysis that holds even in the presence of curved boundaries, provided the exact solution is H2+3/4 in
the bulk and H2 on the surface [2]. The method extends the 2D counterpart previously introduced in
our work [3].

We present a novel BSRDS model for the simulation of electrodeposition processes taking place in
batteries, called BSDIB model, where the surface PDEs model metal growth on the electrodes, while
the bulk PDEs model concentrations in the electrolyte. The BSDIB model extends the so-called DIB
model previously introduced in [4], by accounting for the space-time dependence of the electrolyte
concentrations in a more realistic fashion. For the BSDIB model, simulations are carried out exploiting
the geometric flexibility of the BSVEM.

Keywords: Bulk-surface PDEs, polyhedral meshes, bulk-surface virtual element method, convergence, battery
modeling, Turing patterns.
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Abstract

We present, following the recent work [1], the first DivDiv complex on polyhedral meshes. This complex
can be used for fourth order problems such as the biharmonic equation, or for problems requiring some
symmetry (such as symmetric or trace-free tensor fields). Our complex strongly enforces the symmetry
constraints at the discrete level. The discretization in 3 dimensions is challenging, and has been recently
completed [2] using finite elements on simplicial meshes. On the other hand, our construction follows
the Discrete De Rham approach [3], whose flexibility has greatly helped to alleviate these difficulties.
We provide an in-depth study of the algebraic properties of the local complex, showing that it is exact
on mesh elements with trivial topology. We illustrate the use of the scheme with an a numerical scheme
for the approximation of biharmonic problems, for which we provide detailed stability and convergence
analyses.
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Abstract
In multi-physics problems such as Darcy-Stokes, Biot-Stokes, Extracellular-Membrane-Intracellular mod-
els of exitable tissue, 3D-1D coupled problems there is a need for special solvers which treats the couplings
in a careful manner [1,2,3]. Here, we will present a number of observations that rely on fractional or
metric operators at at the couplings that enable fast solvers either in terms of rational approximations
of fractional operators or multigrid methods that treat the near singular operators associated to the
interface. The tools are implemented in [2].
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Abstract
We present a mixed Virtual Element Method (VEM) for the approximate solution of the three-dimensional
Biot poroelastic model. We propose a low-order scheme with strong symmetric total stresses. At each
time step, the semi-discretized coupled problem is solved monolithically. A convergence and stability
analysis is developed and confirmed via some numerical tests. Finally, we illustrate our methodology on
some real-life applications.
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Abstract
We want to investigate the onset of free convection in fractured porous media. Density changes are here
due to the presence of a variable solute concentration, but could be linked to temperature depending
on the application of interest. The onset of gravitational instability is linked to the Rayleigh number,
which compares the strength of buoyancy and diffusion. A theoretical threshold value can be identified
in homogeneous domains [2], and previous studies have shown by means of numerical simulations that
the presence of well connected fractures can lower this threshold favoring free convection. Following [1]
we aim at characterizing the effect of different fracture configurations by i) direct numerical simulation
of the coupled, nonlinear problem and ii) eigenvalue analysis of the linearized, discretized problem. The
numerical discretization, based on the PorePy library [4], employs Multipoint Finite Volume Approxima-
tion [3] for the Darcy problem and the transport of concentration, to ensure mass conservation and allow
for the general grids that can be created to honor fracture networks. The results, in 2D and 3D configu-
rations, are in agreement with existing literature and, moreover, show that the eigenvalues/eigenvectors
computation, though expensive, allows us to find the unstable modes without solving a time dependent
problem and removing the dependence of the solution on the choice of the initial perturbation.
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Abstract
The Virtual Element Method (VEM) is a numerical method for the approximation of partial differential
equations, which offers a convenient framework to handle challenging geometries and to build high-order
methods. However, the resulting system matrix can become ill-conditioned in presence of badly-shaped
elements when resorting to the scaled monomial basis in the definition of both the local projectors and
the local DOFs yielding to very low-quality results. The use of orthonormal polynomial bases [2, 3]
has been found to be efficient in preventing the ill-conditioning of the system matrix, but this approach
can be very expensive from a computational point of view, since its overall cost depends on the local
polynomial degree.

In this talk, we present an alternative strategy that represents a better trade-off between the need
of mitigating the ill-conditioning of the global system matrix and the computational effort required to
achieve this goal. This approach consists in computing the local VEM projectors as a function of the
scaled monomial basis reset on more well-shaped polytopes. It allows to limit the condition number of
local projection matrices and of the global system matrix in presence of badly-shaped elements with an
overall cost which depends only on the geometric dimension of the problem.

Throughout different numerical experiments of increasing complexity in 2D and 3D, we show that the
proposed approach can reach reasonable and comparable results with respect to the use of orthonormal
polynomial bases, while being less expensive from a computational point of view.
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Abstract
We consider the Virtual Element discretization of the Navier–Stokes equations coupled with the heat
equation where the viscosity depends on the temperature. We present the Virtual Element discretiza-
tion of the coupled problem, show its well-posedness, and prove optimal error estimates. Numerical
experiments which confirm the theoretical error bounds are also presented.

Keywords: Virtual Element Method, Navier-Stokes equations, Heat equation, polygonal meshes.
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Abstract
In this talk, I will present a strongly mass conservative scheme for the coupled Brinkman-Darcy

flow and transport. Staggered DG method and mixed finite element method are judiciously balanced
to ensure the mass conservation. Moreover, the interface conditions are naturally incorporated into the
formulation without resorting to Lagrange multipliers. In particular, the scheme is robust with respect to
the values of the viscosity, which makes it highly flexible for a variety of applications. Using the velocity
generated from the coupled Brinkman-Darcy flow, the upwinding staggered DG method is devised for
the transport equation. A rigorous convergence error analysis is performed for the proposed scheme,
showing the optimal convergence error estimates. Several numerical experiments will be presented to
demonstrate the performance of the proposed scheme.
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Abstract

The Virtual Element Method (VEM) was introduced as a generalization of the Finite Element Method
to polygonal meshes. We focus on the use of VEM to discretize the acoustic vibration problem. The
original research presented in [1] proposes a VEM-based system that stabilizes the stiffness and mass
matrix, which are also dependent on scalar parameters. The stabilization term has been extensively
studied and remains somehow arbitrarily chosen. We explore the use of a non-stabilized discrete bilinear
form and demonstrate its equivalence to the L2 norm. A good approximation of eigenvalues depends
on the convergence of the discrete solution operator. The convergence of the discrete solution operator
relies on two main ingredients: the equivalence of a mixed variational formulation [2] and the discrete
compactness property [3]. We conduct several numerical tests using the Dune library [4] to evaluate the
method’s performance. These experiments validate the theoretical findings and provide insight into the
practical effectiveness of the VEM-based approach to solve the acoustic vibration problem.

Keywords: Eigenvalue problem, Virtual element method, Acoustic problem, Discrete compactness property.
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Abstract

Biot’s poroelasticity describes the deformation of a fluid saturated elastic porous medium due to fluid
flow, and the other way around, fluid flow due to deformation of the medium. In this talk we extend the
Biot problem by Signorini contact conditions leading to a two field variational inequality of a perturbed
saddle point structure. We prove well posedness of the continuous as well as of the hp-finite element
discretized problem. By combing the Strang-Lemma with the Falk-Theorem we can prove an a priori
error estimate and guaranteed convergence (rates). Moreover, we derive a residual based a posteriori
error estimate which is both efficient and reliable. We present several numerical experiments regarding
an active set solver and realizable convergence rates of different uniform and adaptive schemes.

Keywords: porous media, Biot, contact problem, a priori error estimate, a posteriori error estimate, hp-FEM
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1Inria – LMS, École Polytechnique, CNRS, Institut Polytechnique de Paris
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Abstract

We consider the linearized version of a poromechanics model developed to simulate biological tissues
perfusion [1, 2]. This is a fully dynamical model in which the fluid and solid equations are strongly
coupled through the interstitial pressure. As such, it generalizes Darcy, Brinkman and Biot equations of
poroelasticity. The numerical analysis of this model was performed for a monolithic implicit time scheme
both in compressible [3, 4] and incompressible [5] regimes. More recently, an alternating minimization
splitting scheme was proposed, leading to a solver closely related to the undrained and fixed-stress splits
for Biot equations [6].

In this work, we present a projection scheme that enables to decouple the solid, fluid and pressure
equations at each time step. Our approach is close to Chorin-Temam projection method but takes into
account the specific saddle-point structure of the problem. Moreover, it includes the case of total stress
boundary conditions thanks to a Robin-Robin coupling technique inspired by fluid-structure interaction
[7]. We provide an error estimate that is robust with respect to the bulk modulus. Finally, the efficiency
of the resulting solver is compared to a monolithic approach.

Keywords: Mixture theory, fractional-step method, error analysis, incompressible limit, Robin-Robin coupling
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Abstract

In this talk we discuss some implementation aspects related to the use of a Lagrange multiplier approach
in the numerical simulation of fluid-structure problems.

We base our analysis on a fictitious domain approach introduced in [3] as a followup of [1].
One of the crucial aspects of our simulations is that the coupling term related to the multiplier and

responsible for the transfer information from the fluid and the solid, involves shape functions defined on
two different meshes.

In this study we describe how to deal with this term, with particular emphasis on the intersection of
the meshes and on the required quadrature rules [2]. A rigorous analysis shows how get optimal error
estimates.

Keywords: Fluid-structure interaction problems, Fictitious domain, Finite elements, Coupling
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Abstract

Multiphase poromechanics constitutes the coupled multiphase flow and geomechanics in deformable
porous media. Strongly coupled processes governed by multiphase poromechanics are relevant in appli-
cations such as CO2 sequestration, geothermal energy, and many more. The resulting model is highly
nonlinear, possibly degenerate and strongly coupled. Thus, robust and efficient numerical solution
strategies are required for effective numerical simulations.

Numerical solvers have been well understood for linear poromechanics, being often based on stabilized
iterative schemes (often also formulated as preconditioners). Such have been shown to be directly linked
to the gradient flows nature of linear poromechanics [1]. E.g., the widly-used fixed-stress split [2] has
been identified as alternating minimization [3] for the respective Biot equations, written in dual form.

A sound, comprehensive mathematical understanding in the presence of multiphase flow has been
lacking. In this talk, we investigate gradient flow structures of the coupled mathematical model for
multiphase poromechanics, extending [4], and discuss iterative solvers utilizing this structure, i.e., aiming
at decreasing a suitable energy functional in order to converge robustly.

Keywords: Porous media, multiphase, poroelasticity, saddle-point problem, gradient flow, numerical solver
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Abstract

We consider a fictitious domain formulation with distributed Lagrange multiplier for fluid-structure
interaction problems [1]. The evolution of the structure is modeled by Lagrangian description on a
reference domain, which is mapped, at each time step, to the actual position of the solid body. The fluid
is described by an Eulerian model and its mesh is extended also in the region occupied by the structure:
the coupling is weakly enforced making use of a Lagrange multiplier.

We focus on the analysis of parallel block preconditioners for the linear system arising from the finite
element discretization of this family of problems [2, 3].

The fluid is governed by the time dependent Stokes equations with velocity and pressure discretized
by the popular Q2 − P1 element, while the solid variables are approximated by Q1 finite elements. For
the structure material both linear and nonlinear constitutive laws are considered.

A first order semi-implicit finite difference scheme is considered for the time discretization. At each
time step, the linear system is solved by parallel GMRES accelerated by coupled block diagonal or
triangular preconditioners; the diagonal blocks are inverted exactly by parallel direct methods. The
implementation is based on the PETSc [4] library and several numerical tests have been performed on
Linux clusters to investigate optimality and scalability of the proposed solver.
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Abstract

We perform a systematic comparison between three different unfitted approaches for coupled problems
across non-matching grids, where no a priori information on the relation between the different meshes is
required, and we analyze them in terms of accuracy, computational cost, and implementation effort. In
particular, we consider the Lagrange multiplier method, Nitsche’s penalization method, and cut-FEM
for different test cases, varying the complexity of the interface and the smoothness of the exact solution
in both two and three dimensions. Special attention is given to implementation considerations such as
computing accurate quadrature rules on mesh intersections and to the costs associated with the various
simulation phases. The results presented here and in [1] have been obtained after the integration of some
facilities of the C++ library CGAL [4] into the finite element library deal.II [3], in order to perform most
of the computational geometry related tasks, providing at the same time robust routines to compute
coupling terms within a finite element framework.
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Abstract

A nonlinear sea-ice problem is considered in a least-squares finite element setting. The corresponding
variational formulation approximating simultaneously the stress tensor and the velocity is analysed. In
particular, the least-squares functional is coercive and continuous in an appropriate solution space. As
the method does not require a compatibility condition between the finite element space, the formulation
allows the use of piecewise polynomials spaces of the same approximation order for both the stress
and the velocity approximations. A Newton-type iterative method is used to linearize the problem and
numerical tests are provided to illustrate the theory.
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Abstract

A system of coupled partial differential equations for modelling unsaturated density driven flow in porous
media is presented. Liquid phase flow is modelled with a generalized Richards equation, transport of
a pollutant is modelled with a convection diffusion equation, resulting in a system of coupled PDEs.
Constitutive relations for the unsaturated flow are modelled with the van Genuchten model. Options for
modelling of biochemical processes are introduced. Strategies for solving the resulting PDE System are
discussed and evaluated using the UG4 framework. Results of several simulations of selected test cases
are presented. The movement of the phreatic surface, the interface between saturated and unsaturated
zones, is studied and the stability of the numerical methods is discussed.
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Abstract

Fractures are thin heterogeneities that are embedded in a background domain and are characterized
by hydraulic and mechanical material properties that differ significantly from those of the surrounding
medium. The complex geometries of fractures make mesh generation for fractured media particularly
challenging. One common approach to modeling fractures involves using hybrid-dimensional models,
where fractures are downscaled to objects of a lower dimension and separate problems are solved in the
background and fracture domains with suitable coupling conditions [1, 2].

A novel formulation for modeling fractures is proposed, which considers fractures as cuts in the
domain and models their effects using Wentzell interface conditions [3]. This new approach is applied
to the primal formulation of the Darcy flow problem, where the only unknown is the pressure, and a
hydro-mechanical problem described by Biot’s equations, where the unknowns are displacement and
pressure.

The model for the Darcy flow problem is elegant and straightforward, resulting in a primal formu-
lation where the only unknown is the pressure in the background domain. The model can naturally
handle fractures that cross each other, including those with variable apertures, and does not rely on a
“quadrature parameter”. Although the formulation is suitable for use with XFEM or CutFEM, we focus
on a standard finite element discretization, where cuts are resolved by mesh element boundaries.

For the flow problem, we analyze the discretization error for different orders of finite element and
material properties, and we use such observations to gain insight into the regularity of the solution. For
Biot’s equations, we compare the arising conditions with standard analytical models used for fractured
poroelastic media [4]. Overall, the proposed approach provides a clear and concise strategy to modeling
fractured porous media that can be applied to a range of related problems.
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Abstract

Advanced models of complicated physical and biological processes incorporate huge equation systems
which combine partial differential equations (PDEs), ordinary differential equations (ODEs), and alge-
braic equations (AEs). The monolithic solution of such extended equation systems all together using
standard techniques sometimes is very time consuming. The application of nested Newton solvers al-
lows to shift a substantial part of the nonlinear computations to the so-called local system containing
only non-spatially coupling equations (ODEs, AEs). The global equations contain all PDEs. The local
variables are coupled with the global variables by means of a so-called resolution function. The solution
technique remains monolithic and fully implicit. The number of the local Newton steps (which can be
performed with perfectly parallel scalability) displays an upper bound for the global Newton steps.

We present two examples of applications of a nested Newton algorithms which allow the efficient
evaluation of the corresponding models:

We simulate elastoplastic deformation of biological tissue with anisotropic structure in case of a highly
nonlinear material model [1]. Applying the BilbyKrönerLee (BKL) multiplicative decomposition of the
deformation gradient into an elastic and a plastic part, a natural split into local and global system is
achieved. Performing different numerical experiments of a monophasic model of fiber-reinforced tissues
and comparing to another plasticity algorithm, we observe a strong improvement of the performance.

Further, we apply the globally fully implicit PDE reduction method developed 2007 by Kräutle and
Knabner for one-phase flow extending the method to the case of an arbitrary number of gases in gaseous
phase in order to study the efficacy of mineral trapping scenarios for CO2 storage behavior in deep layers
[2]. The chemistry of the multiphase multicomponent flow in porous media model includes both general
kinetic and equilibrium reactions.

Our applications demonstrate the potential of nested Newton procedures for efficient solution tech-
niques in case of highly nonlinear models of complicated scenarios.
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Abstract

The multigrid (MG) methods are one of the most robust solution methods in the field of numerics due to
their optimal complexity. However, for large-scale problems, the standard multigrid method, which we
will refer to as a multiplicative multigrid method, suffer from increasing communication complexity [3].
In such cases, the additive variant of the multigrid method provides a good alternative due to its parallel
nature, but also it exhibits slower convergence than its multiplicative counterpart [1].

In this work, we propose to employ a multi-preconditioned conjugate gradient (CG) method [2] that
employs the additive multigrid method as a preconditioner. By employing the multi-preconditioning
approach, we allow the multi-preconditioned CG method to update the iterate by automatically choos-
ing the optimal parameters for a linear combination of the corrections from the different levels of the
multilevel hierarchy. Using this approach, we exploit the energy norm minimization property of the
CG method, that combines A-conjugacy of the Krylov subspaces and optimally weighted H1-orthogonal
corrections from the multigrid method. In the numerical section, we will show the performance of
the proposed additive-MG multi-preconditioned CG method in comparison with the standard additive-
MG preconditioned CG method and the multiplicative-MG preconditioned CG method, for solving
highly anisotropic problems. We will show that for the highly anisotropic problems, the additive-MG
multi-preconditioned CG method demonstrates similar convergence behavior as the multiplicative-MG
preconditioned CG method.
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Abstract

Simulation of salinization of coastal aquifers plays an important role in prediction of availability of pure
water resources. However uncertain variations in hydrogeological parameters may affect the groundwa-
ter flow and therefore significantly reduce accuracy of the prediction of the transport phenomena. In
this talk, we present numerical approaches for estimation of propagation of the uncertainty from the
parameters to the solution in the subsurface density-driven flow models represented by a system of non-
linear PDEs. We test them on model problems with random fields for porosity that represent the limited
knowledge of the data. We construct a low-cost generalized polynomial chaos (gPC) expansion surrogate
model. Computation of the gPC coefficients is performed by projection on sparse and full tensor grids.
Furthermore, we consider a multilevel Monte-Carlo technique (MLMC). Parallelization is applied to both
the numerical solution of the deterministic problems (scenarios) and the high-dimensional quadrature
over the parametric space. We present results of numerical experiments in 2d and 3d.
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Performance Computing
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Abstract
Developing efficient and scalable solvers for coupled PDE systems is a non-trivial task, since suitable
schemes for discretization, time integration and linear solvers, must be combined. In this study, we
suggest a combination of methods suitable for poroelastic media.

The fixed stress iteration, e.g. [2], can be interpreted as a special block-LU decomposition, which
separates degrees of freedom for deformations and pressures. When the Schur complement is formed
with respect to the pressure, it can be approximated by a properly scaled identity. The method can be
generalized to heterogeneous media with jumping coefficients [3]. In this work, we avoid the aforemen-
tioned splitting and employ a multigrid solver for the fully-coupled system. The method is based on the
fixed-stress smoothers suggested in [4]. The derived method turns out to be highly scalable.

However, as soon as the spatial coarse grid solver becomes a bottleneck, the parallel scalability may be
limited. To that end, the temporal direction is included in the analysis. On the one hand, acceleration is
achieved by linearly-implicit extrapolation schemes and adaptive time-stepping, which is also applicable
to non-linear transport [5]. Moreover multigrid-reduction in time (MGRIT) provides an additional tool
to improve the strong scalability [6].

For all methods, we investigate robustness and provide a scaling study in a HPC environment. This
is complemented by a theoretical analysis, that is based on a Fourier decomposition and uses suitable
problem dependent norms.

Keywords: Quasi-static Biot equations, Parallel algorithms, Multilevel methods in space and time
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Abstract

In this talk, we consider the uncertain input parameter on quantities of interest of computational model
or of data-driven challenge.
To this end, we develop a surrogate models based on low-rank multiresolution approximation and Gaus-
sian process learning [1, 2, 3].
The framework integrates the multiresolution of the input data, which allows treating multiscale signal
and account for irregular and discrete observations. Additionally, we have developed different optimiza-
tion methods for regularized Gaussian process learning in multiresolution analysis [4].
Finally, we integrate different surrogate model defined based on hierarchical fidelity of the computational
model or data granularity into a fusion multi-fidelity model. As numerical experiments, we show the
results obtained in different pilot case: industrial pilot of decarbonised maritime, global climate and
weather prediction (ECMWF reanalysis) [5], computer vision and computational energy.
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Abstract

Noisy curves are common when assimilating signals from several fields. Poro-elasticity is one such field,
and this work takes inspiration from inverse problems for Magnetic Resonance Elastography (MRE)
data [1]. Non-invasive methods are desired by the medical community to assess certain pathologies,
such as hydrocephalus or neurological disorders (see, e.g., [2]). In this context, radiologists can provide
information about the brain’s sensitivity to a harmonic mechanical stimulus. The task is both to compute
a fully resolved displacement field in a 3D domain and to compute pressure-related quantities.

Recently, a variational state estimation numerical pipeline was proposed in [3], where the brain tissue
is understood at a macroscopic level as biphasic media, and an inverse problem is solved for synthetic
MRE data over a real brain model. To bridge the gap between the applied mathematics community and
the medical one, it is essential to extend the approach to account for real MRE data, which involves a
noise structure and artifacts intrinsic to the observation process.

This work builds upon [3] to propose, analyze, and test a modification of the currently used variational
approach [4]. An operator is added to the optimization problem to invert the data, which is specially
designed to counter the measurement noise given either an experimental or analytical model for the
observation process, while still keeping some relevant and desirable properties of the initially linear
inverse problem. The convergence is demonstrated with numerical experiments and mathematically
worked out from the original error bound derived in [4].
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Abstract

In the talk we consider the regularization of a supervised learning problem by partial differential equations
(PDEs) and present error bounds for the obtained approximation in terms of a PDE error term and a
data error term. Assuming that the solution solves an unknown PDE, the PDE error term quantifies
how well this PDE is approximated by the auxiliary PDE used for regularization, while the data error
term quantifies the coverage by the given data. Furthermore, the PDE-regularized learning problem is
discretized by generalized Galerkin discretizations using finite elements and neural networks. For such
discretizations an error bound in terms of the PDE error, the data error, and a best approximation error
is derived using a nonlinear version of Céa’s lemma.

Keywords: Machine learning, regularization, generalization error, physics informed neural networks, Ceá’s
lemma
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Abstract

We present Physics-Informed Neural Network simulations of viscoelastic fluid flow problems. Viscoelastic
fluid flow modeling is important in many industrial and medical applications from enhanced oil recovery
to blood flow in arteries and polymer processing. The behaviour of those non-newtonian flows is complex
and requires a careful treatment of the physical processes involved as well as accurate and efficient
numerical techniques.

There are many models aiming at describing viscoelastic flow, however we will mainly focus on two
namely the Olroyd-B type [1] and the FENE-P(Finitely Extensible Nonlinear Elastic) model. As op-
posed to Newtonian (resp. quasi-newtonian) fluids where the stress tensor is a linear (resp. non-linear)
functional of the velocity and pressure field, the viscoelastic flows require to take into account another
constitutive equation where the stress tensor is another unknown. Simulation of such problem class
becomes quite challenging when the amount of fluid elasticity is highly increased. This phenomenon is
known as the High Weissenberg Number problem (HWNP). Another challenges comes from the hyper-
bolic constitutive equation when the advection term becomes dominant. Traditional numerical methods
for solving PDEs, such as finite difference, finite elements and Galerkin methods have mostly failed to
fully and efficiently address the aforementioned shortcomings. Recently, Raissi et al. [2], demonstrated
that it is possible to combine Machine Learning approaches with more traditional physics approaches.
These so-called physics informed machine learning (PINN) approaches are designed to obtain solutions
of general nonlinear PDEs, and they may be a promising alternative to traditional numerical methods
for solving PDEs, such as finite difference and finite elements methods. The core idea of PINN is to
explicitly embed the physical laws (e.g., the governing partial differential equations ,initial/boundary
conditions, etc.) into a deep neural network, constraining the network’s trainable parameters within a
feasible solution space.

Thus, following this approach we introduce here a framework where we explicitly embed physical
laws aiming at describing viscoelastic fluid flow (e.g., Oldroyd/FENEP equations) to constrain neural
networks for training a reliable model. The effectiveness of the proposed framework is demonstrated
through some benchmarks tests. The implementation of our model is based on a suitable open source
numerical modeling platform using the TensorFlow library.

Keywords: Navier-Stokes equations, Free boundary problems, Capillarity
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Abstract
The treatment of descending thoracic aortic aneurysms (DTAA) using open surgical and endovascu-
lar (TEVAR) methods is widely accepted in medicine. However, these procedures modify the aorta’s
anatomy and biomechanics, triggering anomalous wave reflections and cardiac remodeling. The complex
interplay among these factors is largely unexplored, hampering procedural efficacy and long-term pre-
dictability. Multiscale fluid-structure interaction (FSI) is a powerful tool for exploring these dynamics,
but the computational complexity of simulating 3D scenarios often poses practical challenges.

To address this, we employ cost-effective multiscale 0D-1D FSI models. Integrating a simplified
lumped parameter model of the left heart [4] and an extended 1D systemic circulation model (covering
55 arteries) [3], implemented in the Multiscale module in the C++ LifeV finite element library [1, 2].
Patient-specific pre- and post-operative 1D-FSI models were derived from CT angiography data of 12
patients (6 open surgery, 6 TEVAR), with implant stiffness adhering to established literature values
(1.2 MPa Dacron grafts, 51.7 MPa metallic stents). Physiological inflow conditions are imposed at
the ascending aorta, while three-element Windkessel models accounts for peripheral circulation. We
simulated a total of 24 cases (spanning 3 heartbeats each), and compared peak systolic pressure, pressure-
volume (PV) loops, and Pulse Wave Velocity (PWV) across vessels.

Our findings demonstrate that implant presence increases ascending aorta pressure due to pressure
wave back-propagation, particularly notable in stiffer implants. Postoperative pressure decreases in two
cases due to increased patient geometry length. TEVAR cases exhibit higher PWV, indicative of larger
stiffness of the implant. Complex geometric cases, like aortic dissections, exhibit smoother pressure-flow
profiles post-surgery.

Extending these insights to larger patient cohorts holds the potential to unveil mechanisms shaping
the long-term effects of DTAA repair, including the impact of stiffening resulting from endovascular and
open surgery interventions.
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Abstract

The simulation of turbulent combustion is challenging for several aspects beyond turbulence. Indeed,
combustion is intrinsically multi-scale and multi-physics. It is characterised by various scales inherently
coupled, in space and time, through thermo-chemical and fluid dynamic interactions [1]. Typical chemical
mechanisms describing the evolution of fuels consist of hundreds of species involved in thousands of
reactions, spanning twelve decades of temporal scales [2]. The interaction of these scales with the fluid
dynamic ones defines the nature of the combustion regime and the limiting process in determining the
overall fuel oxidation rate [3]. The challenges associated with turbulent combustion modelling make the
use of machine learning very attractive. This paper reviews the current state-of-the-art in developing
reduced-order models to accelerate high-fidelity simulations of turbulent reacting flows and develop
surrogate models and digital twins of complex combustion systems. The methods are demonstrated in
the context of developing the digital twins for a combustion furnace operating with hydrogen as a fuel.
Strategies are discussed to bring together data of different fidelity and to assimilate experimental data
into cyber-physcial infrastructures.

Keywords: Combustion, Data-driven modelling, Digital twins, Reduced-order models, Turbulent reacting flows.

References

[1] Stephen B. Pope (2015) Small scales, many species and the manifold challenges of turbulent com-
bustion. Proc. Combust. Inst., 34, 1-31.

[2] A. Frassoldati and T. Faravelli and E. Ranzi (2015) Kinetic modeling of the interactions between
NO and hydrocarbons at high temperature. Combust. Flame, 135, 97-112.

[3] Kuo, K.K. and Acharya, R. (2012) Fundamentals of Turbulent and Multi-Phase Combustion. Wiley.

376



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Physics-based reduced order modelling for efficient urban air
pollution prediction

G. Rozza1, M. Khamlich1, and G. Stabile2

1SISSA, International School for Advanced Studies, Trieste, Italy.
2University of Urbino Carlo Bo , Urbino, Italy

{grozza, mkhamlic}@sissa.it; giovanni.stabile@uniurb.it

Abstract

Air pollution is a significant global issue that harms health, climate, and ecosystems, with widespread
pollution causing over 3 million deaths and a $5 trillion economic cost annually.

Since at the urban level, pollutant dispersion depends on daily weather conditions, CFD models
with low time scales, repeated evaluation, and fine mesh discretization must be used. The former
requirements translate into huge memory requirements, making it essential to use HPC facilities to get
results in reasonable time frames.

In our study, we aimed to address the challenge of computational cost by using a Reduced Order
Model (ROM) to obtain fast and accurate solutions. We chose to simplify our model by describing the
pollutant’s evolution through the transport equation, with the convective field determined by solving
the Navier-Stokes equation and the source term represented by an empirical time series. We studied
two different options for the reduced order model, namely extracting a proper orthogonal decomposition
(POD) basis onto which the full order empirical source field is projected or using the Discrete Empirical
Interpolation Method (DEIM) as a hyper-reduction strategy [2]. Both these approaches are proven
effective, even when the basis for the source term is extracted on a subset of the time series and then
used for future state prediction. To address the parametrized convective field case, we changed boundary
velocity’s direction and intensity. We also proposed a novel data-driven approach based on a POD-NN
[1] reconstruction of the flux field to non-intrusively recover reduced-order operators needed for online
evaluation.

We validated our framework on a computational domain modeling the University of Bologna’s main
campus, using a mesh with approximately 40k cells. We employed real inlet conditions for wind flow
around buildings based on one-year-long measurement station data with hourly resolution. The source
term was obtained synthetically through realistic traffic flow modeling and used to calculate NOx emis-
sion.

Keywords: reduced order modelling; proper orthogonal decomposition; air pollution; DEIM; large-scale simu-
lations; air pollution, CFD, environment modelling
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Abstract

Carlos Alves made significant contributions to the field of wave propagation and scattering in elastic
media. I will describe some of his ideas and results.

Keywords: Carlos Alves’ work, Method of fundamental solutions, Integral equations, Inverse problems, Scat-
tering resonances
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Abstract

The method of fundamental solutions (MFS) is a numerical method for solving boundary value problems
involving linear partial differential equations. It is well-known that it can be very effective assuming
regularity of the domain and boundary conditions. The main drawback of the MFS is that the matrices
involved are typically ill-conditioned and this may prevent the method from achieving high accuracy.

In this work, we propose a new algorithm to remove the ill-conditioning of the classical MFS in
the context of the Laplace equation defined in planar domains. The main idea is to expand the MFS
basis functions in terms of harmonic polynomials. Then, using the singular value decomposition and
Arnoldi orthogonalization we define well conditioned basis functions spanning the same functional space
as the MFS’s. Several numerical examples show that when possible to be applied, this approach is much
superior to previous approaches, such as the classical MFS or the MFS-QR.
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Abstract

The Method of Fundamental Solutions (MFS) is a popular, truly meshless and boundary-only method.
It requires neither domain nor boundary mesh structure, only a set of scattered points on the boundary
and another set of external source points. The approximate solution is sought as a linear combination of
the fundamental solution of the original differential equation shifted to the source points; the coefficients
of this linear combination are computed by enforcing the original boundary conditions at some predefined
boundary collocation points. This results in a linear system of equations with a fully populated (and
often ill-conditioned) matrix.

Originally, the method was defined for solving homogeneous problems. It has been generalized to
inhomogeneous problems by applying the Method of Particular Solutions (MPS), where the particular
solution can be constructed via various methods, e.g. a scattered data interpolation. However, this
approach leads to a much larger linear system. To make the computations more economic, localization
techniques have been introduced which make the resulting linear system sparse, see e.g. [1], [2].

In this talk, a special localization is presented for the Poisson equation, which mimics the classical
Schwarz alternating method [3]. The domain is covered by a finite number of small overlapping sub-
domains, and the original problem is converted to the solutions of local – much less – subproblems,
which are solved by the MFS and the MPS based on the use of radial basis functions, and this process is
repeated iteratively. See also [4] for homogeneous problems. The speed of convergence of the overall iter-
ation is moderate, but the iteration significantly damps the high-frequency error components, therefore
it can be used as a smoothing procedure in a natural multi-level context.
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Abstract

This study investigates the applications of the wave equation in many real-world problems arising in
science and engineering. A radially symmetric circular membrane of unit radius is considered, and
a meshless method of lines approach using a multiquadric radial basis function collocation method is
proposed for solving the circular membrane model in polar coordinates. The method can be applied to
a wide range of problems with arbitrary domains. The multiquadric radial basis function is used for
space discretization. The meshless characteristic gives it an edge over mesh-based methods by reducing
the computational time considerably. Stability is discussed in the light of eigenvalues. The numerical
method is validated by comparing the results with the exact solution, and MATLAB software is used
for numerical simulations. Overall, this study presents a useful approach for solving circular membrane
problems in a wide range of applications.

Keywords: Vibrations, circular membrane, meshless methods, method of lines, radial basis functions
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Abstract

We investigate, from both the theoretical and the numerical viewpoints, the acceleration of the iterative
algorithms of Kozlov et al. [1] for the accurate, convergent and stable reconstruction of the missing
temperature and normal heat flux on an inaccessible boundary of the domain occupied by a solid from
the knowledge of Cauchy data on the remaining and accessible boundary in the framework of stationary
anisotropic heat conduction without heat sources [2]. For each of the two algorithms with relaxation
considered, the inverse Cauchy problem in anisotropic heat conduction with exact data is transformed
into an equivalent fixed point problem for an associated operator that is defined on and takes values in
a suitable function space and, at the same time, takes into account the relaxation parameter. Hence the
convergence of each relaxation algorithm reduces to investigating the properties of the corresponding
operator. This enables one to determine, for each iterative algorithm and exact Cauchy data, the
admissible range for the relaxation parameter along with a criterion for selecting its optimal value at
each iteration. The numerical implementation is realised for homogeneous anisotropic solids via the
method of fundamental solutions (MFS) and confirms a significant reduction in the number of iterations
and hence the CPU time required for the two relaxation algorithms proposed to achieve convergence,
provided that the dynamical selection of the optimal value for the relaxation parameter is employed.
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Abstract

In this presentation we will discuss some meshfree methods for nonhomogeneous Stokes and Brinkman
systems. The aim is to solve a problem containing a non null body force, starting from the well known
decomposition in terms of a particular solution and the solution of a homogeneous force problem. We
present two methods for the numerical construction of a particular solution. One method is based on
the Neuber-Papkovich potentials, which, in [1], we extend to nonhomogeneous Brinkman problems. A
second method relies on a Helmholtz-type decomposition for the body force and enables the construction
of divergence-free basis functions. Such basis functions can be obtained, from instance, from Hänkel
functions (cf. [1]). We will also present a method based on a combination of shear and pressure waves
for the approximation of the body force (cf. [2]). Several 2D numerical experiments will be presented.

Keywords: Stokes systems, Brinkman systems, meshfree methods.
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Abstract

The method of fundamental solutions (MFS) is a meshfree and integration-free boundary collocation
method that, in its classical formulation [1], can be used for the approximate solution of BVP for certain
homogeneous PDE. Due to its simple algorithm and remarkable accuracy, MFS has received significant
attention from the scientific community in the last decades, resulting in the development of a large
number of variants with application to complex physical and engineering problems, e.g. [2].

One of the difficulties that arise in the application of the MFS is related to the necessary solution
of a large and ill-conditioned collocation linear system. The conditioning of this system deteriorates
even further when large scale problems, posed in domains with complex geometry, are considered. A
possible approach to alleviate this conditioning problem consists in splitting the original BVP into a set
of smaller scale sub-problems using a domain decomposition technique.

In this talk, we develop an iterative numerical scheme by coupling the MFS with the alternating
Schwarz method, see [3]. Special attention is required for the points where the boundaries of the sub-
domains intersect. Numerical tests show that spurious oscillations of the MFS solution, due to the
Gibbs phenomenon, occur in the neighborhood of those points and prevent the global convergence of the
scheme. We solve this issue and recover the convergence of the Schwarz iterations by enriching the MFS
approximation space with a set of appropriate singular particular solutions of the PDE. These particular
solutions are developed in polar coordinates, using an idea from [4]. The convergence of the proposed
method is illustrated for BVP for Helmholtz-type PDE in 2d domains.
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Abstract
Despeckling optical coherence tomograms from the human retina is a fundamental step to a better di-
agnosis or as a preprocessing stage for retinal layer segmentation. In this talk we will focus on nonlinear
cross-diffusion systems for image filtering. We will start with a concise introduction about complex diffu-
sion and cross-diffusion models for image restoration and report about their speckle filtering capabilities
and potential to recover the original (uncorrupted) signal. Then, we will discuss a flexible learning
framework in order to optimize the parameters of the models improving the quality of the denoising
process. In particular, we use a back propagation technique in order to minimize a cost function related
to the quality of the denoising process while we ensure stability during the learning procedure.

Keywords: nonlinear cross-diffusion, image denoising, machine learning, back-propagation, optimal parameters,
stability
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Abstract
Viscoelastic polymer platforms are devices that has been used for active and passive target drug release
due to their optimum control properties. We consider the drug release in a spherical polymer of radius
R that is immersed in a solvent with concentration c`. The drug is then released from the platform with
concentration cs and dissolve. The dissolved drug with concentration cd diffuses through the swelled
polymer. Let c`(r, t), cd(r, t) and cs(r, t) be the solvent, dissolved drug and solid drug concentrations in
the polymer at distance r at time t, they are modeled by the non-linear boundary initial value problem





∂c`
∂t

=
∂

∂r

(
D`(c`)

∂c`
∂r

)
+

∂

∂r

(∫ t

0

q(t, s, c`(s), c`(t))
∂c`
∂r

(s)ds
)
,

∂cd
∂t

=
∂

∂r

(
Dd(c`)

∂cd
∂r

)
+ f(cs, cd, c`),

∂cs
∂t

= −f(cs, cd, c`)

(1)

defined in (0, R) × (0, T ], with initial and boundary conditions




c`(0) = cl,0
cd(0) = 0
cs(0) = cs,0

,





∂c`
∂r

(0) =
∂cd
∂r

(0) = 0

c`(R) = cext
cd(R) = 0

(2)

where f is a modified Noyes-Whitney dissolution term and q describes the viscoelastic polymer properties
[1]. Our goal is to propose a finite difference method (that is simultaneously a semi-discrete Galerkin
finite element method) to solve (1)-(2) in non-uniform grids. We show that this method is second order
convergent in time and space requiring less regularity conditions with respect those required in previous
works [1, 2]: cl(t), cd(t) and cs(t) are now only in H3(0, R).

Keywords: Drug release, Dissolution, Dissolved drug transport, Convergence
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Abstract
Conventional cancer drug delivery faces a set of barriers: drug non-selectivity, tumour tissue’s charac-
teristics and loss of efficacy of the drug. To reduce adverse drug effects and to increase drug availability
in the target, new drug delivery systems have been proposed. In these novel systems, the drug is en-
trapped in a carrier and transported to the tissue. Combining the carrier material properties, the drug
characteristics and the effects of an external stimulus, the drug is delivered on demand, meaning where,
when and in the amount it is needed. Electric and magnetic fields, heat, ultrasound and light are used
nowadays.

From the mathematical point of view, the description of the drug delivery driven by stimuli leads to
several challenges: stimulus propagation and its influence in drug release from the system, and transport
and uptake of the drug by the target tissue. From the numerical point of view, the development of stable
and accurate numerical methods, that are able to simulate the entire drug delivery process, also leads
to several challenges: the dependence of the drug release and drug transport on the stimulus effects
requires the use of convenient numerical methods for the enhancer. These methods must not degrade
the properties of the numerical approximations for the drug concentration.

This talk will be focused on the mathematical modelling, numerical simulation and numerical analysis
of drug delivery driven by exterior stimuli in different scenarios. Mathematical models and numerical
methods will be discussed. Numerical results illustrating the behaviour of the models and the obtained
theoretical results will be presented.

Keywords: drug delivery systems, stimuli, mathematical modelling, numerical methods

References
[1] J. A. Ferreira, H. Gómez, L. Pinto (2022). A mathematical model for NIR light protocol optimization

in controlled transdermal drug delivery. Applied Mathematical Modelling, 112, 1–17.

[2] J. A. Ferreira, D. Jordão, L. Pinto (2022). Drug delivery enhanced by ultrasound: mathematical
modelling and simulation. Computers and Mathematics with Applications, 107, 57–69.

[3] J. A Ferreira, P. de Oliveira, G. Pena, S. Silveira (2021). Coupling nonlinear electric fields and
temperature to enhance drug transport: an accurate numerical tool. Journal of Computational and
Applied Mathematics, 384, 113127.

[4] D. Rosenblum, N. Joshi, W. Tao, J. Karp, D. Peer (2018). Progress and challenges towards targeted
delivery of cancer therapeutics. Nature Communications 9, 1410.

∗Partially supported by the Centre for Mathematics of the University of Coimbra - UIDB/00324/2020, funded by the
Portuguese Government through FCT/MCTES.

389



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Controlled drug delivery enhanced by temperature

Elías Gudiño1, J. A. Ferreira2, M. Grassi3, and P. de Oliveira2

1Department of Mathematics, Universidade Federal do Paraná, Curitiba, Brazil
2Department of Mathematics, Universidade de Coimbra, Coimbra, Portugal

3Department of Chemical Engineering, University of Trieste, Italy
egudino@ufpr.br.com

Abstract
Over the past few years, the therapeutic effects from Controlled Drug Delivery Devices (CDD) have
clearly outperform the effects from Conventional Drug delivery Devices (DD). Advances in material
science and bionanotechnology have helped in the development of more efficient CDD, improving targeted
release and decreasing undesirable side effects, largely attributable to the nonspecific bio-distribution
and uncontrollable characteristic of DD.

Stimuli-responsive biomaterials (polymers, lipids and inorganic materials) have been used extensively
as drug carriers nanoplatforms, preventing drug extravasation into healthy tissues, prolong blood circu-
lation time, improve drug accumulation, and enhance bioavailability at the target site. In this talk, we
propose a novel mathematical model for drug delivery enhanced by temperature taking into consideration
the Non-Fickian behavior of the material.

Keywords: Thermosensitive polymers, drug delivery, non-Fickian diffusion
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Abstract
We consider a model of a malignant cancer invasion proposed in [3] that describes the cancer cell density
u = u(x, t), connective tissue c = c(x, t), and protease p = p(x, t) and consists of the equations

ut = µu(1 − u) − χ∇ · (u∇c) in Ω × (0, T ],

ct = −pc in Ω × (0, T ],

pt = ε−1(uc− p) in Ω × (0, T ],

equipped with initial conditions and an appropriate boundary condition of Neumann type. In addition,
we consider a variant of this model containing a diffusion term in the first equation for which we proved
the global existence of classical solutions in [1]. Both models are discretized using the θ-method in time
and conforming P1 or Q1 finite elements in space. A stabilization based on the flux-corrected transport
approach [2] is considered that introduces an additional nonlinearity in the discrete problem. The
computation of the approximate solutions is based on fixed-point iterations. We present several results
on the solvability and the positivity-preservation property for both the nonlinear discrete problems and
and their linearizations. Numerical results illustrate the theoretical findings and the properties of the
models and their discretizations.

Keywords: Haptotaxis, Tumour invasion, Global existence, Flux-corrected transport, Positivity preservation,
Fixed-point scheme, Numerical simulations
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Abstract
Near-infrared light-controlled transdermal drug delivery (NIRTDD) has lower systemic and local

toxicity than traditional drug delivery methods, such as intravenous or direct injection at the target site.
The initial laboratory results with this game-changing technology are promising. In [2], e.g., the authors
used a NIRTDD-based strategy to treat mice bearing superficial breast tumors. The NIRTDD-treated
mice had complete tumor eradication after seven days without adverse side effects. There was no tumor
recurrence after 50 days. Within 16 days, all of the untreated mice died.

One key feature of NIRTDD is the ability to keep the drug concentration within its optimal therapeu-
tic window by employing a proper near-infrared light protocol. The problem is that this ideal protocol
is usually unknown. In this talk, we will present a computational tool aiming to solve this problem. The
computational tool relies on an optimization problem that involves the numerical simulation of a two-
dimensional NIRTDD mathematical model. In addition, for a generalized version of this mathematical
model, we investigate the convergence and stability of a finite difference spatial scheme [1].

Keywords: Controlled drug delivery, Transdermal, NIR light, Optimization, Numerical simulation, Convergence
analysis.
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Abstract
Transport and uptake of a anticancer drug (doxorubicin) in tumors is here modeled by a system of
nonlinear partial differential equations that describes the dynamics of the free drug concentration Cf ,
bound drug concentration Cb, tumor intracellular drug concentration Ci and density of tumor cells Dc.
This model includes cell degradation and proliferation, as well as doxorubicin binding to proteins in a
similar way of that proposed in [1].We treat in particular a spherical tissue domain of radius R containing
a spherical tumor of radius Ri < R, using a radial symmetric initial condition for the drug concentrations
and tumor density. The drug transport and uptake is modeled by the following initial boundary value
problem in (0, R) × (0, T ]





∂Cf

∂t
(r, t) + ∇ · (Cf (r, t)v(r)) = Df∆Cf (r, t) + F (r, t, Cf , Ci, Dc) in (0, R) × (0, T ],

∂Cb

∂t
(r, t) + ∇ · (Cb(r, t)v(r)) = Db∆Cb(r, t) + kaCf (r, t) − kdCb(r, t) in (Ri, R) × (0, T ],

∂Ci

∂t
(r, t) = Vmax

(
Cf (r,t)

Cf (r,t)+keϕ
− Ci(r,t)

Ci(r,t)+ki

)
, in (0, Ri) × (0, T ],

∂Dc

∂t
(r, t) =

(
kp − fmaxCi(r,t)

Ci(r,t)+EC50

)
Dc(r, t) − kmD

2
c (r, t), in (0, Ri) × (0, T ]

v(R)Cf (R, t) −Df
∂Cf

∂r (R, t) = 0,
∂Cf

∂r (0, t) = 0, t ∈ (0, T ],

v(R̃)Cb(R̃, t) −Db
∂Cb

∂r (R̃, t) = 0, R̃ ∈ {Ri, R}, t ∈ (0, T ],

Cf (r, 0) = Cf0, Cb(r, 0) = Cb0, Ci(r, 0) = 0, Dc(r, 0) = Dc0 , r ∈ (Ra, Rb)

where F is a nonlinear doxorubicin source term, Df , Db are non homogeneous diffusion coefficients
and v(r) is the interstitial fluid velocity given by a Darcy’s law. Remaining parameters are constants
described in [1]. This nonlinear system is solved by a H1 second-order finite difference method on non-
uniform grids. Its stability analysis is here discussed. Numerical results are then illustrated to highlight
the effects of different initial drug conditions in the tumor density during the simulated time periods.

Keywords: Drug Transport, Drug Uptake, Finite Difference Method, Numerical Stability.
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Abstract
Mathematical modeling and simulations of the light scattering in the human cornea have been a subject
of growing interest during the past decades amongst physicists, basic scientists and ophthalmologists
[1]. An understanding of the physical basis of corneal transparency has motivated the development of
several mathematical models [2] since diseases affecting the cornea are a major cause of visual morbidity
worldwide. In this talk, we discuss the mathematical modeling, the numerical challenges that arise from
considering the cornea as a curved boundary domain and the numerical simulation of light scattering
in the human cornea in order to mimic the real OCT imaging system. We propose a numerical method
based on nodal discontinuous Galerkin methods [3] combined with a strategy that is specially designed
to deal with curved domains [4] which arise naturally in our domain of interest for the application.
Numerical tests with boundary conditions prescribed on curved boundaries show that this method is
promising on allowing to achieve the optimal convergence order without relying on curved meshes.
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Abstract
Convection enhanced drug delivery (CED) is a technique used to make therapeutic agents reach, through
a catheter, sites of otherwise difficult access. With this technique, a convective flow is originated by a
pressure gradient induced at the tip of the catheter.This flow enhances passive diffusion allowing for a
more efficient spread of the agents through the target site. CED is particularly useful in the treatment
of diseases that affect the central nervous system, where the blood-brain barrier prevents the diffusion
of most therapeutic agents from the brain blood vessels to the brain interstitial space.

In this work we deal with the numerical analysis of a coupled system of partial differential equations
that may be used to simulate CED in an elastic medium like brain tissue. The model variables are the
fluid velocity, the pressure, the tissue deformation and the agents concentration. We prove the stability
of the coupled problem and, from the numerical perspective, we propose a fully discrete piecewise linear
finite element method. We do a convergence analysis proving that the method has second order rate of
convergence for the pressure, displacement and concentration. Results of numerical experiments showing
both their agreement with the theoretical rates of convergence and the qualitative behavior of the system
are presented.

Suggestions to improve the model are also stated.
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Abstract
In the recent context of the pandemic, studies on contamination and propagation of respiratory particles
have become more relevant. Mathematical modeling of this type of phenomenon is a tool that enables
the simulation of particle expulsion mechanisms and the monitoring of particle trajectories - allowing the
definition of health and prevention policies with regard to contamination between individuals. There are
several factors to take into account and several models of high complexity can be found in the literature.
In this lecture we present a model that combines two phases - the air and the particles - as a whole. An
estimate will be presented that depends on the factors that characterize the phenomenon and simulation
results will be presented to compare the difference between light particles and heavy particles in violent
expulsion events - such as coughing or sneezing.

Keywords: Respiratory Particles, Evaporation, Settling, Partial Differential Equations, Drift model, Estimates,
Numerical Simulation
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Abstract
The dynamics of the immune system can be studied using the kinetic theory approach, which provides
a system of nonlinear integro-differential equations for the evolution of the cellular populations, when
the biological activity of the cells is taken into account [1, 2]. The integral terms appearing in the
equations describe the cellular interactions, which could preserve the number of cells or may contribute to
proliferation or destruction of cells. Since the cellular interactions modify, not only the cellular dynamics,
but also the global behaviour of the cellular populations, the kinetic model can be completed with a sort
of continuity equations derived from the kinetic system, by integrating over the biological activity. The
resulting macroscopic equations constitute an autonomous system of ODEs whose equilibrium states
and stability properties give important information about the solution.

In this talk, we present a kinetic model and its corresponding macroscopic system underlying typical
features of autoimmune diseases. We study the mathematical properties of the model and discuss
interesting problems related to the chronicity of the disease, equilibrium states of the kinetic equations
in connection to those of the macroscopic system, impact of drug therapies and how the model could be
extended in order to admit formation of spatial patterns [3, 4, 5].

Some numerical results are shown to illustrate the analytical results and the dynamics of the model.
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Abstract
Computational Fluid Dynamics and Fluid-Structure Interaction approaches have proven to play an
important in the understanding of vascular disease. The use of patient-specific information with such
approaches opens the way for other uses such as diagnosis and prognosis. We will present several results
considering the integration of patient-specific data for the improvement of reliability in hemodynamics
analysis.

Keywords: Navier-Stokes equations, fluid-strucutre interaction, patient-specific
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Abstract

In this work we propose a methodology to optimize the location of the sampling points for a water health
monitoring network in an estuary, so that any unknown pathogen pollution episode can be identified
(both in intensity and location) from data given by those sampling points [1]. The main aim of our
research is presenting a novel approach to the problem of the optimal sampling points allocation within
a simulation-based optimization framework. So, we formulate the optimal control problem as a bilevel
optimization problem, where the upper-level problem concerns the finding of the optimal sampling
locations which best determine a large set of random point source pollution episodes, and the lower-
level problems correspond to the optimal identification of the many random pollution sources employed
in the process. In the first case the minimization process is developed through a controlled random
search procedure for global optimization, and in the second one by a linked simulation-optimization
option, combining the gradient-free Nelder-Mead algorithm for the minimization step with a convection-
diffusion-reaction system for the simulation step. Thus, after a detailed mathematical formulation of
the problem, we present the full algorithm for its numerical solution. Finally, we show and analyze the
results when applying above proposed technique to study a real case in Rı́a de Vigo (NW Spain) [2].

Keywords: Optimal control, Sampling points, Mathematical modeling, Simulation-based optimization
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Abstract

Fluid control presents great challenges. Specifically, in this case, we seek to control a fluid represent-
ing blood flow. This is particularly relevant to the understanding of some cardiovascular diseases such
as an aneurysm, an arterial obstruction, [1]. We present some results for the case of the Navier-Stokes
equations. In fact, we solve a boundary optimal control problem for the evolutionary Navier-Stokes
equations with mixed Dirichlet - total stress boundary conditions. Following previous work,[2, 3], we
provide additional details about the theoretical and numerical study of the solution of the boundary con-
trol problem associated with the Navier-Stokes equations under more realistic assumptions.We provide
a comprehensive theoretical framework to address the analysis of the optimal control problem related
to this system and the derivation of a system of first-order optimality conditions that characterizes the
solution of the control problem.

Keywords: Optimal control, partial differential equations, fluid dynamics, Navier-Stokes equations, boundary
control.
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Abstract
In many Engineering [1] and Biomedicine [5] research problems, it is necessary to carry out complex
fluid dynamics numerical simulations. Typically, the fluid domain is very large or complex, and so,
appropriate truncations are necessary in order to reduce the computational cost of the simulations. This
gives rise to the question: which boundary conditions should be imposed at the open boundaries, in
order to obtain a more stable and reliable numerical simulation?

Inspired by the mathematical models proposed in [2, 3], where open Directional-Do-Nothing (DDN)
boundary conditions are proposed for the Navier-Stokes equations, we consider a mixed boundary pro-
blem with nonhomogeneous Dirichlet boundary conditions combined with Neumann DDN condition.

Our first approach to this problem replaces the DDN condition by a Regularised-Directional-Do-
Nothing (RDDN) condition [4]. In an appropriate functional framework, associated with a saddle point
approach, we begin by establishing the well-posedness of the direct steady problem. Then a comparative
study of the DDN and RDDN conditions yields a convergence result.

Lastly, we analyse an optimal control problem of velocity tracking-type by means of a distributed
force or boundary control. We prove the existence of optimal solutions, justify the Gâteaux derivative
of the control-to-state map and deduce the first order necessary conditions for optimality.

Our results are illustrated by some two-dimensional numerical experiments.

Keywords: Navier-Stokes equations, Open boundaries, Regularized DDN boundary condition, Boundary and
Distributed control
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Abstract

The Navier-Stokes equations are a system of PDEs which are nonlinear and involve second-order deriva-
tives of the fluid velocity, making them difficult to solve analytically. Our present study focuses on
sensitivity analysis for the Navier-Stokes equations [?], with an emphasis on the stability estimate of the
discretised first-order sensitivity of the Navier-Stokes equations. Let Ω denote an open bounded subset
of R2, the incompressible Navier-Stokes equations are





∂tu(x, t) − ν∆u(x, t) + (u(x, t).∇)u(x, t) + ∇p(x, t) = f(x, t) Ω, t > 0,

∇.u(x, t) = 0 Ω, t > 0,

u(x, 0) = 0 Ω, t = 0,

u(x, t) = 0 on Γ = ∂Ω, t > 0.

(1)

where u = (ux, uy) is the velocity, p the pressure, f the external force.
Sensitivity analysis studies how changes in the input of a model affect the output. This task can be
performed in many different ways, depending on the nature of the model considered. The present study
focuses on sensitivity analysis of incompressible Navier–Stokes equations (??) using the polynomial
chaos method [?]. First, the first-order sensitivity of the Navier-Stokes equations is defined. A finite
element-volume [?] numerical scheme for the Navier-Stokes equations is proposed. This discretisation
is integrated into the open-source industrial code TrioCFD [?] promoted by the CEA. Second, the
finite element-volume discretisation is extended to the first-order sensitivity Navier-Stokes equations;
the most significant point is the discretisation of the non linear term. Finally, a stability estimate for
the continuous and discrete Navier-Stokes equations is established.

Keywords: Sensitivity analysis, Navier-Stokes, polynomial chaos method, finite element-volume method
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Abstract

We will present an algorithm published in [1] for reconstructing the unknown shape of a flow domain
using partially available internal velocity measurements.

This inverse problem is motivated by applications in cardiovascular imaging where motion-sensitive
protocols, such as phase-contrast MRI, can be used to recover three-dimensional velocity fields inside
blood vessels. In this context, the information about the domain shape serves to quantify the severity
of pathological conditions, such as vessel obstructions.

We consider a flow modeled by a linear Brinkman problem with a fictitious resistance accounting
for the presence of additional boundaries. To reconstruct these boundaries, we employ a multi-step
gradient-based variational method to compute a resistance that minimizes the difference between the
computed flow velocity and the available data. Afterward, we apply different post-processing steps to
reconstruct the shape of the internal boundaries.

We will show how our algorithm performs when applied to three-dimensional examples based on
synthetic velocity data and using realistic geometries obtained from cardiovascular imaging.

Keywords: Brinkmann equation, gradient-based optimization, stabilized finite elements, boundary reconstruc-
tion
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Abstract

Opytimal is a Python/FEniCS framework to solve PDE-based optimization problems considering mul-
tiple controls. That problems can consider mixed boundary conditions on n-dimensional domains, for
n ∈ {1, 2, 3}, and be solved using distributed and boundary controls simultaneously with the possibility
of the use H1 norm in the cost functional. Those problems can be solved by the gradient descent method
or in an all at once system. Will be shown examples considering the Poisson, Heat and Stokes equations.

Keywords: Optimal control, FEniCS, Partial differential equations, Mixed boundary, Multiple controls
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Abstract
Cilia and flagella are motile elongated structures, involved in swimming and/or transport mechanisms
that arise in many living organisms. Flagella are used by micro-swimmers such as sperm-cells or bacteria
for motility purpose at low Reynolds number, while cilia are involved in the transport of proteins,
nutrients or dust inside bigger organisms. At the origin of all these mechanisms are two essential
ingredients: the capacity for cilia and flagella to modify their shapes by generating internal stresses and
the strong reciprocal interaction with the surrounding fluid.

Both aspects have been studied in several works, with very different strategies. Cilia can either be
modeled as 1D elastic structures with self-oscillatory [1] and sliding regulation mechanisms [2] or as 3D
structures with a discrete representation of their internal biological components [3]. In the first case, the
coupling with the surrounding 3D fluid is often taken into account (numerically) with the slender body
theory [4]. In the second case, the fluid-structure interaction is well resolved but the (discrete) model
for cilia is not suitable for the mathematical analysis and introduces many parameters that may not be
accessible in experiments.

Unlike all previous works on cilia and flagella, we propose a model that fits in the framework of
continuum mechanics. In the context of 2D or 3D elasticity, the model is based upon the definition of a
suitable Piola-Kirchoff tensor mimicking the action of the internal components that induce the motility
of the structure. Moreover, the framework of continuum mechanics enables to fully consider the strong
interaction with the surrounding fluid. During this presentation, we will show that the present model
is suitable for both the mathematical study and the numerical simulation of fluid-structure interaction
problems involving active structures and low Reynold number flows. We shall also discuss the question
of the identification of the internal activity.

Keywords: Active structures, Fluid-structure interaction problems, Mucociliary transport, Optimal control

References

[1] C. J. Brokaw (2005). Computer simulation of flagellar movement IX. Oscillation and symmetry
breaking in a model for short flagella and nodal cilia. Cell Motility and the Cytoskeleton, 60(1).
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Abstract

We develop a novel and general framework for solving partial differential equations (PDEs) using finite
volume weighted essentially non oscillatory (WENO) techniques on general computational meshes. Such
techniques are able to handle both advective and (degenerate) diffusive behavior, even when the solution
develops shocks or steep fronts. We resolve three fundamental issues. First, polynomial approximations
on general stencils of mesh elements can be of poor quality, even for what appear to be geometrically nice
stencils. We present a robust and efficient procedure for producing accurate stencil polynomial approx-
imations. Second, the classic smoothness indicator can be quite expensive to compute in multiple space
dimensions. We define an efficient smoothness indicator based on the polynomial coefficients. Third,
most current WENO reconstructions can combine only stencil polynomials of exactly two different de-
grees, which restricts the types of stencil polynomials that can be used and also effectively precludes
using single element (constant polynomial) stencils. We develop a novel and efficient finite volume, mul-
tilevel WENO (ML-WENO) reconstruction that combines stencil polynomial approximations of various
degrees. The nonlinear weighting biases the reconstruction away from both inaccurate oscillatory poly-
nomials of high degree (i.e., those crossing a shock or steep front) and smooth polynomials of low degree,
thereby selecting the smooth polynomial(s) of maximal degree of approximation. We apply these ideas
to develop a finite volume scheme for solving two-phase flow in porous media.

Keywords: weighted essentially non-oscillatory, stencil polynomial, smoothness indicator, ML-WENO, hyper-
bolic, degenerate elliptic
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Abstract

Discontinuous Galerkin (DG) space-time finite element methods (STFEMs) feature the natural construc-
tion of (higher order) discretization schemes for hyperbolic and parabolic partial differential equations
and coupled systems of these equations. DG-STFEMs offer the potential to inherit most of the rich
structure of the continuous problem [4], while maintaining stability, and achieve accurate results on
computationally feasible grids. However, the efficient solution of the arising algebraic systems with
complex block structure continues to remain a challenging task [1, 2].

We present and analyse a structure preserving family of DG-STFEMs for a four-field formulation of
the dynamic Biot system, modeling poro- and thermoelasticity,

ρ∂2tu−∇ · (Cε(u)) + α∇p = ρf , c0∂tp+ α∇ · ∂tu−∇ · (K∇p) = g . (1)

For this, equations (1) are rewritten as a first-order in space and time system such Picard’s abstract
solution theory [5] for evolutionary problems becomes applicable; cf. [3]. The construction of the DG
approach and its error analysis are built on this first-order system formulation and its abstract solution
theory. Optimal order error estimates and their proofs are presented. The efficient solution of the
algebraic system with block structure of growing complexity for higher order polynomial degrees in time
is addressed. An universally applicable geometric multigrid preconditioning technique [1, 2] based on a
patchwise local Vanka smoother is proposed. For a three-field approximation of (1), the performance of
the algebraic solver is illustrated by challenging 3d benchmark studies [2].

Keywords: Hyperbolic-parabolic, Picard’s theorem, error estimates, discontinuous Galerkin method, multigrid
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Abstract

We present a complete numerical analysis for a general discretization of a coupled flow–mechanics model
in fractured porous media, considering single-phase flows and including frictionless contact at matrix–
fracture interfaces, as well as nonlinear poromechanical coupling. Fractures are described as planar
surfaces, yielding the so-called mixed- or hybrid-dimensional models. Small displacements and a linear
elastic behavior are considered for the matrix. The model accounts for discontinuous fluid pressures at
matrix–fracture interfaces in order to cover a wide range of normal fracture conductivities.

The numerical analysis is carried out in the Gradient Discretization framework, encompassing a large
family of conforming and nonconforming discretizations. The convergence result also yields, as a by-
product, the existence of a weak solution to the continuous model. A numerical experiment in 2D is
presented to support the obtained result, employing a Hybrid Finite Volume scheme for the flow and
second-order finite elements (P2) for the mechanical displacement coupled with face-wise constant (P0)
Lagrange multipliers on fractures, representing normal stresses, to discretize the contact conditions.

Keywords: poromechanics, discrete fracture matrix models, contact mechanics, Darcy flow, discontinuous pres-
sure model, Gradient Discretization Method, convergence analysis.
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Abstract

The computation of chemical equilibria in aqueous solution is a long-standing problem having many
applications, among which reactive transport in porous media. Given prescribed quantities of several
atoms and a list of possible chemical reactions, one aims at computing the minimiser of the Gibbs free
energy under the constraint of the conservation of the atoms. The Euler Lagrange equations then reduce
to some relations on the chemical potentials in addition to the constraint on the quantities of each species.
Despite the problem is quite standard from a theoretical point of view [2], naive methods face severe
robustness issues. We present two approaches to mitigate these difficulties. Building on ideas of [1], a
first approach consists in finding a suitable parametrization of the monotone relation between the fluid
composition and the chemical potentials. The second approach, referred to as cartesian representation,
relaxes this monotone along the Newton iterations by introducing variables both for the fluid composition
and the chemical potentials.
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Abstract

In this talk, we present a two-level overlapping domain decomposition preconditioner for solving linear
algebraic systems obtained from simulating Darcy flow in high-contrast media. Our preconditioner starts
at a mixed finite element method for discretizing the partial differential equation by Darcy?s law with
the no-flux boundary condition and is then followed by a velocity elimination technique to yield a linear
algebraic system with only unknowns of pressure. Then, our main objective is to design a robust and
efficient domain decomposition preconditioner for this system, which is accomplished by engineering a
multiscale coarse space that is capable of characterizing high-contrast features of the permeability field.
A generalized eigenvalue problem is solved in each non-overlapping coarse element in a communication-
free manner to form the global solver, which are accompanied by local solvers originated from additive
Schwarz methods but with a non-Galerkin discretization to derive the two-level preconditioner. We
provide a rigorous analysis indicating that the condition number of the preconditioned system could
be bounded above with several assumptions. Extensive numerical experiments with various types of
three-dimensional high-contrast models are exhibited. In particular, we study the robustness against
the contrast of the media as well as the influences of numbers of eigenfunctions, oversampling sizes,
and subdomain partitions on the efficiency of the proposed preconditioner. Besides, strong and weak
scalability performances are also examined. The work is partially supported by the Hong Kong RGC
General Research Fund (Projects: 14305222 and 14304021).

Keywords: Porous media, multiscale method, preconditioner
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Abstract

In this work, we design and study a polytopal discretization of a coupled flow–mechanics model in
fractured porous media, considering single-phase flows and including frictional contact at matrix–fracture
interfaces. Our discretization combines a Hybrid Finite Volume (HFV) scheme for the fluid with a
Virtual Element Method (VEM) for the contact-mechanics. Precisely, we investigate a P1-bubble VEM
approach in order to ensure the discrete version of the inf -sup stability property on matrix–fracture
interfaces. The contact mechanics model accounts for the poromechanical equilibrium equation with a
Biot linear elastic constitutive law and a frictional contact model at matrix–fracture interfaces which
will be described as planar surfaces, yielding the so-called mixed-dimensional models. Virtual bubble
functions will be added on these fractures, which results in a new modified discrete VEM scheme (P1-
bubble VEM) without violating the consistency and stability properties for the numerical scheme. The
numerical method is then validated by evaluating the rates of convergence of the numerical scheme on
analytical solution for the mechanical model. Finally, the method is assessed by some poromechanical
test cases simulating the injection of the CO2 in a faulted reservoir.

Keywords: Poromechanical coupling, Contact mechanics model, frictional contact at matrix–fracture interfaces,
virtual element method, virtual bubble functions
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Abstract

We firstly consider strongly monotone and Lipschitz-continuous nonlinear elliptic problems. We apply a
finite element discretization in conjunction with an iterative linearization such as the fixed-point scheme
or the Newton scheme. In this setting, we derive a posteriori error estimates that are robust with
respect to the ratio of the continuity over monotonicity constants in the dual energy norm invoked
by the linearization iterations. This is linked to an orthogonal decomposition of the total error into
a linearization error component and a discretization error component, which can be further used to
adaptively stop the linearization iterations for efficient error balancing. The applications cover diverse
physical phenomena such as flow through porous media, mean curvature flow, and biological processes.
Numerical experiments for the time-discrete Richards equation illustrate the theoretical results.

The results are further generalized to the Richards equation which is a nonlinear advection-reaction-
diffusion (parabolic) equation exhibiting both parabolic-hyperbolic and parabolic-elliptic kinds of de-
generacies. Reliable, fully computable, and locally space-time efficient a posteriori error bounds for
numerical approximations of the fully degenerate Richards equation are derived by introducing a novel
degeneracy estimator, time-integrated norms, and using the maximum principle. The estimates are also
valid in a setting where iterative linearization with inexact solvers is considered. Numerical tests are
conducted for nondegenerate and degenerate cases having exact solutions, as well as for a realistic case.
It is shown that the estimators correctly identify the errors up to a factor of the order of unity.

Keywords: Iterative linearization, a posteriori estimators, nonlinear elliptic/parabolic problems, Richards equa-
tion
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Abstract

Poroelastic materials are commonly found in our environment, including living tissues, soils, and
manufactured materials. Understanding the interaction between solids and fluids in these complex
systems is of significant interest both for modeling and numerical simulation, as it can provide insight into
their behavior and enable applications across a wide range of scales, from cell mechanics to hydrogeology.
While Darcy’s law is a common model to describe the flow in porous media, we employ the generalized
Navier-Stokes equations for this purpose [1], as it includes all fluid, and solid drag forces, with Darcy’s
flow identified as a limiting case. It also allows us to extend the model to the Biot-type systems to describe
the flow in deformable porous media. Biot’s quasi-static theory of poroelasticity is a common model to
describe the coupled system of the porous media deformation and the fluid flow through it. Typically,
this system consists of linear elasticity for the skeletal deformations and Darcy’s law for the flow in porous
media, which is substituted by the above-mentioned generalized Navier-Stoked equations. In contrast
to the commonly used finite element methods (FEM), we employ a lattice Boltzmann method (LBM)
for the Darcy-type model [2] mentioned above and then couple it with the one for the linear elastic
solids [3], which results into a new LBM for Biot-type system. We utilize the multi-relaxation-time
(MRT) LBM for the elastic part of the system and apply a single-relaxation-time (SRT) LBM for the
flow in porous media. By employing MRT-LBM we can adjust material parameters of linear elasticity
independently and directly retrieve the Cauchy stress components from the second-order moments. In
order to perform the validation of the methods, we first compare the simulation results of the LBM
for the flow in porous media to the one in the fully resolved structure, which shows good agreement
with each other and accredits us for further experiments for coupled LBMs. We present the numerical
comparisons to analytical solutions of the system and to the simulation results obtained using FEM.
While the proposed lattice Boltzmann method is currently applied to 2D systems, we aim to extend the
approach to 3D cases in future work.

Keywords: Biot system, Poroelasticity, Lattice Boltzmann method, Porous media, Coupled system
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Abstract

Numerical analysis for coupled systems faces challenges adding to those for the individual components as
in thermal-flow coupled model in [1] which we generalize to nonlinear heat conduction with convection
coupled to water flow in permafrost soil containing ice wedges described by

∂tw −∇ · (k∇θ) + ∇ · (cθqf ) = 0, (1)

∂t(γηS) + ∇ · qf = 0, qf = −κ
µ
κr(S)(∇P − ρG∇D) (2)

solved for temperature θ, enthalpy w, pressure P and water flux qf , and water fraction S. In (1)–(2) η is
the the nonnegative porosity coefficient, µ is the viscosity, κ is the symmetric uniformly positive definite
permeability tensor; the coefficients c, γ are positive. The system is closed with nonlinear relationships:
(i) monotone piecewise smooth w = α(θ); S = χ(θ), (ii) k = k(S) which is positive and bounded, and
(iii) kr = kr(S) which is nonnegative but potentially degenerate as S ↓ 0. The data α, χ, κ, k, κr can
be obtained by upscaling from heterogeneous Stefan problem at the pore-scale, or obtained empirically.
Development of (1)–(2) with upscaling extends [4, 2].

The solutions θ, S are expected to have low regularity typical for free boundary problems. Following
[4] we apply P0-RT[0] to (1) and implicit-explicit time stepping, and the standard mixed P0-RT[0] ap-
proach for (2). The presence of ice wedges features Darcy scale heterogeneity of the nonlinear properties
S = χ(x; θ); these add to the difficulties encountered for the linear heat conduction discussed in [1],
e.g., the formal lack of control of convective term. We revisit these challenges in practical scenarios, and
evaluate efficiency and accuracy of variants of algorithms with focus on the choice of primary unknowns,
solver, and time-stepping for the coupling. We also propose a practical solution to the complexity of
upscaling following the off-line probabilistic strategies we introduced in [3].

Keywords: Free boundary problems, Darcy flow with buoyancy, coupled system, pore-scale to Darcy scale
modeling
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Abstract

In this work we consider solving coupled partial differential equations (PDEs) by splitting schemes. There
are plenty of relevant applications behind, e.g. CO2 sequestration, enhanced geothermal energy extrac-
tion, nuclear waste management or water and soil pollution. We will start with linear, coupled PDEs
and classical splitting schemes (fixed-stress type [5]) as appear e.g. in the Biot model for poromechanics.
We will briefly discuss the most important questions concerning splitting: optimization, stabilization
(convergence) and acceleration [3, 4, 7]. The acceleration will be based on Anderson accelleration [1].
Its additional stabilization effect will be discussed [4]. Further, non-linear extensions of coupled PDEs
will be considered [2]. In this case splitting and linearization are combined. Finally, a new family of
splitting schemes based on approximate Schur complement will be presented [6].

Keywords: Coupled problems, Biot equations, Splitting schemes, Anderson acceleration, Stabilization, Lin-
earization
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Abstract

We deal with the numerical solution of the Richards equation describing a variably saturated/unsaturated
flow through porous media. The Richards equation is a nonlinear parabolic equation which can degen-
erate either to an elliptic equation or to a system of ordinary differential equations. In [1], we solved the
Richards equation by the space-time discontinuous Galerkin method (STDGM) which provides high or-
der approximation with respect to space and time. The presented numerical experiments demonstrated
a potential of this approach in combination with adaptive mesh refinement. However, the used adaptive
technique in [1] has not been based on a rigorous a posteriori error estimates.

In this contribution, we deal with a posteriori error analysis of the solution of the Richards equation
by STDGM. We adopt the approach from [2] based on spatial and temporal flux reconstructions. The
spatial flux reconstruction uses known techniques from [3, 4], see also [5, 6]. The temporal one is based
on a reconstruction taken into account the jumps with respect to the time.

We present the upper and lower error bounds justifying the reliability and effectivity of the method.
The theoretical results are demonstrated by numerical experiments. We also mention some open prob-
lems related to this topic.

Keywords: A posteriori error estimates, space-time discontinuous Galerkin method, Richards equation
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Abstract
The convergence of an arbitrary sequence of real numbers xk → x∗ ∈ R is characterized by the behavior
of the successive absolute values of the errors ek = |x∗ − xk|. A sequence converges with the (classical)
C-order p > 1 if (see [2] and the references therein)

lim
k→∞

ek+1

(ek)p
= Qp ∈ (0,∞), (1)

which implies the (weaker) Q-order p, attained when

lim
k→∞

ln ek+1

ln ek
= p. (2)

If the limit x∗ of the sequence is not known, the replacing of the errors ek by the corrections sk =
|xk+1 − xk| leads to the equivalent computational convergence orders in a straightforward manner when
p > 1, but the analysis is more tricky when p = 1 (as the convergence orders of errors and corrections
are not anymore equivalent, as one may not take p = 1 in Eq. (1), etc).

Nonlinear problems for Richards equation are solved with iterative schemes. Successive correction
norms, e.g., ∥ψk+1−ψk∥ = xk for the pressure head, form a sequence {xk} of positive real numbers that
can be analyzed with general methods for convergent sequences [2]. We analyzed in this way Newton-
Picard- and L-schemes [3] used in implicit finite element approaches [5] and L-schemes used in explicit
finite difference and random walk approaches [4], with or without Anderson acceleration [1].

Assuming the convergence of the linearization schemes, which also can be proved theoretically under
certain conditions [5], the limit x∗ of the sequence {xk} vanishes. Therefore, we used both errors ek
and correction sk to verify the C-convergence with Eq. (1) and to compute convergence orders p with
Eq. (2) and we found a good agreement of the two approaches. We also found that Anderson acceleration
reduces the number of iterations needed to reach the desired tolerance and the estimate of Qp in Eq. (1)
for the linearly convergent Picard- and L-schemes, while it has little influence on the Newton scheme.
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Abstract

Traditional game theory considers a fixed number of players. In this talk, we will discuss games in which
the number of players is not defined a priory. We show the existence of the best strategy in finite and
infinite populations, study the fixation probability, metastable and stable equilibria and discuss some
relevant examples.

Keywords: Game theory; Wright-Fisher process; Evolution
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Abstract

I am going to show, that the blow–ups of solutions, that usually are treated as something ”very bad”,
can in fact describe some self–organization phenomena, ”positive” (like healing) or ”negative” (like
society polarization) — [1, 2]. Mathematically it is the theory of integro–differential equations (kinetic
equations) that is applied to processes in Social Sciences (opinion formation) — [6], Economics (”lemons
and cherries” theory) — [7], Biology (DNA denaturation) — [4], Medicine (tendon healing process) —
[5] and the redistribution in a lift — [3].
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[7] M. Lachowicz, H. Leszczyński (2020). Modeling asymmetric interactions in economy, Mathematics,
8, 523–537.

*ML is happy to acknowledge the support from the New Ideas Grant — ”Kinetic Equations in Description of Self–
organization Phenomena” funded by the Excellence Initiative Research University Programme, Poland.

422



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Epidemiological data assimilation for the assessment of the
COVID 19 vaccination campaign in Italy

Damiano Pasetto1, Enrico Bertuzzo1, Lorenzo Mari2, Stefano Miccoli2, Renato
Casagrandi2, Stefano Merler3, Marino Gatto2, and Andrea Rinaldp4,5

1University Ca’ Foscari of Venezia, Venice, Italy
2Politecnico di Milano, Milan, Italy

3Bruno Kessler Foundation, Trento, Italy
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Abstract
The pandemic of SARS-CoV-2 that in few years caused more than 6’000’000 deaths worldwide prompted
an urgency for the development of accurate epidemiological models to better understand the ongoing epi-
demic dynamics, anticipate the next phases of the pandemic, and analyse the impact of the implemented
intervention strategies.

This talk will show how data assimilation, which is largely used in forecasting, is a fundamental
tool to dynamically estimate the key parameters in compartmental-based epidemiological models. In
particular, we consider a spatially-explicit model for the spread of SARS-CoV2 in Italy, which is based
on a network of local communities connected by human mobility fluxes [1, 2]. In each community, disease
transmission is described by a cascade of compartments that includes ad hoc infectious stages relevant
to COVID-19 transmission dynamics and for describing the vaccination campaign [3]. The tracking of
changes in the model parameters through an iterative particle filter [4] allows accounting for region-
specific mobility restrictions during lockdown, presence of new variants, and possible behavioural change
as a response to containment efforts and increased awareness. These kind of models are essential to
produce quantitative estimates of the impact of the ongoing vaccination campaign and compute optimal
vaccination strategies [4].
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Abstract

A complex network is proposed to model a heterogeneous geographical habitat of species which is per-
turbed by an anthropic extension, being fragmented in several patches, where the fragmentation is likely
to alter the equilibrium of the ecological system. The complex network is constructed by coupling several
patches on which interacting wild species are living and where, for each patch, the ecological inter-species
dynamics are modeled by a Lotka-Volterra predator-prey model with Holling type II functional response.
An important feature of the complex network is that each patch can admit its own dynamic and mi-
grations of biological individuals in space, between each component of the fragmented environment,
are taken into account by coupling the patches of the network. We prove sufficient conditions for the
near-synchronization of the complex network, which guarantees that the complex network remains in a
neighborhood of a synchronization state, provided the coupling strength is strong enough, even if the
local behaviors are non-identical. This result allows us to modify the local dynamic of extinction of the
species, by increasing the couplings with patches on which persistence, with or without oscillations, is
ensured.

Keywords: Complex network, Non-identical systems, Near-synchronization.

References

[1] G. Cantin, C. J. Silva (2022). Complex network near-synchronization for non-identical predator-prey
systems, AIMS Mathematics, 7(11), 19975-19997.

∗This work was partially supported by Portuguese funds through CIDMA, The Center for Research and Development
in Mathematics and Applications of University of Aveiro, and the Portuguese Foundation for Science and Technology
(FCT–Fundação para a Ciência e a Tecnologia), within projects UIDB/04106/2020 and 2022.03091.PTDC.

424



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Spatio-temporal models for immunological disorders leading to
pattern formation

Romina Travaglini1,2

1Department of Mathematical, Physical and Computer Sciences, University of Parma,
Italy

2Centre of Mathematics, University of Minho, Portugal
b13201@math.uminho.pt

Abstract

The study of systems involving a huge number of interacting agents (as particles, cells or individuals)
can be described, at mesoscopic level, by means of kinetic equations [1]. We use these tools with the
aim of extending the existing studies of anomalous immune response [2] in a spatio-temporal framework
[3]. More precisely, we present a system of integro-differential equations that describes, on the one hand,
interactions among different populations of human cells and, on the other hand, motion of immune
cells stimulated by cytokines. We show how, assuming that processes considered occur at different time
scales, it is possible to perform a formal hydrodynamic limit, obtaining macroscopic reaction-diffusion
equations for the number densities of the constituents with a chemotaxis term. We then apply the
procedure to a particular case of autoimmune disease, represented by Multiple Sclerosis. Finally, we
study the system obtained, inquiring about the formation of spatial patterns (reproducing brain lesions
characteristic of the pathology) through a Turing instability analysis of the problem and basing the
discussion on microscopic parameters of the model.
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Abstract

We consider a fractional differential equation of order α, α ∈ (2, 3], involving a ψ-Caputo fractional
derivative subject to initial conditions on function and its first derivative and an integral boundary
condition that depends on the unknown function. As an application, we investigate the world population
growth. We find an order α and a function ψ for which the solution of our fractional model describes
given real data better than available models.

Keywords: ψ-Caputo fractional differential equations; integral boundary conditions; population growth model.
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2MSQC, Universität Frankfurt a.M., Germany
3IBMM, Universität Frankfurt a.M., Germany

4MaS, CEMSE, KAUST, Saudi-Arabia
markus.knodel@techsim.org

Abstract

Virus pandemics and endemics cause enormous pain and costs. While the Covid19 pandemics induced
obvious damages, the ”silent” Hepatitis C virus (HCV) infection induced liver destruction is the main
reason for liver transplants. HCV-generated virus genome replication factories are housed within virus-
induced intracellular structures termed membranous webs (MW) which are derived from the Endoplas-
matic Reticulum (ER). The ER is an interconnected intracellular membrane network. Our framework
aims to mirror in vitro / in vivo experiments by means of fully spatio-temporal resolved diffusion-reaction
partial differential equation (PDE) models describing the intracellular HCV viral RNA (vRNA) repli-
cation cycle. Our first qualitative model described the major components of virus replication by means
of surface PDEs (sufPDEs) [3], as major processes are restricted to the 2D ER manifold. To improve
the model, we introduced population dynamics inspired diffusion and reaction coefficients and different
aggregate states for the components [1]. The combination of these new concepts with spatial resolution
provoked questions for advanced experiments. Based on experimental data, we estimated the diffusion
coefficient of a major viral protein [2]. Presently, we are merging effects restricted to 2D manifolds with
others taking place in the full 3D volume. We couple sufPDEs with PDEs and use realistic coefficients
to approach to quantitative reliable simulations. All simulations are performed at geometries which we
reconstructed based on experimental data. Our simulations help understanding the relation of form and
function of intracellular virus replication mechanisms. In the long run, our framework might help to
facilitate the systematic development of efficient direct antiviral agents and vaccines.

Keywords: Computational virology; intracellular virus replication; PDEs; diffusion-reaction models; realistic
reconstructed geometries; unstructured grids; vertex centered Finite Volumes; massively parallel multigrid solvers
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Abstract

We present results of our recent work [2] where we introduce a framework for the numerical approximation
of distributed optimal control problems with constraints imposed on the control. We derive and analyze
a variational inequality where the PDE part is tackled by least-squares finite element methods [1]. The
corresponding bilinear form is coercive. A reliable and efficient a posteriori error estimator based on a
least-squares functional is derived for problems where box constraints are imposed on the control. It can
be localized and therefore used to steer an adaptive algorithm. The abstract framework is applicable
to a wide range of problems, including scalar second-order PDEs, the Stokes problem, and parabolic
problems on space-time domains. We conclude the talk by presenting numerical examples for some
selected problems.

Keywords: least-squares FEM, optimal control problem, variational inequality, a posteriori, parabolic equation
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Abstract

We consider a pointwise tracking optimal control problem for a semilinear elliptic partial differential
equation. We derive the existence of optimal solutions and analyze first and, necessary and sufficient,
second order optimality conditions. We devise two strategies of discretization to approximate a solution
of the optimal control problem: a semidiscrete scheme where the control variable is not discretized (the
so-called variational discretization approach) and a fully discrete scheme where the control variable is
discretized with piecewise constant functions. For both solution techniques, we analyze convergence
properties of discretizations and derive error estimates.

Keywords: Optimal control, Semilinear equations, Dirac measures, Error estimates
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Abstract

One of the main tools for numerical simulation for solid mechanic problems is the finite element method.
In the industry, contact problems are omnipresent, and many traditional methods cannot provide ac-
ceptable solutions in the context of elastodynamics: they are too influenced by parasitic oscillations or
do not conserve energy. A difficulty is that this type of problem has a non-linear boundary condition on
the displacement field. The main existing methods for discretizing the Signorini contact conditions are
the method of penalization, mixed/mortar methods, Nitsche’s method, or the augmented Lagrangian
method. Improvements in the accuracy and numerical robustness of these simulations are always ex-
pected by industry and researchers.

Usually, the time-space discretization involves the problems of choosing: (i) the finite element space;
(ii) the enforcement of the contact condition, and (iii) the time-stepping scheme.

In this work, we focus on the evolution of the impact of an elastic body and a rigid obstacle. We
want particularly to study how to combine time-marching schemes as HHT-α and TR-BDF2 schemes
with contact via Nitsche’s method, and its stability and convergence. We present then some simulation
results with 1D and 3D benchmarks using different methods. By testing their performances, we are
particularly interested in the influence of the numerical parameters, the parasitic oscillation associated
with the contact surface due to the discontinuity in time, and the conservation or not of the total energy
for the time-marching schemes. The new combinations applied in this work can eventually improve upon
existing methods by providing better accuracy and numerical robustness for non-linear (and non-regular)
dynamic problems.

Keywords: contact problem, Nitsche’s method, finite elements, time-marching schemes.
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Fluides, 91191 Gif-sur-Yvette cedex, France

2POEMS, CNRS, INRIA, ENSTA Paris, Institut Polytechnique de Paris, 91120
Palaiseau, France

3Institut für Mathematik, Universität Zürich, Winterthurerstr 190, CH-8057 Zürich,
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Abstract
There are different methods to solve Stokes problem. One of the most popular low order method is
the nonconforming Crouzeix-Raviart mixed finite element method [1, Example 4], for which the discrete
velocity is piecewise affine, continuous in the barycentre of the faces (let us say P1

nc); and the discrete
pressure is piecewise constant, P 0. This method introduces some consistency error that may perturb the
discrete velocity, which can lead to a non-physical solution when solving the Navier-Stokes equations,
especially when the source field is a strong gradient. There are different cures, such that building a
divergence free subspace of the discrete velocity space [4] or projecting the test function in the source
term on some H(div)-conforming space [6]. In the TrioCFD code [2, 5, 3], the discrete pressure space
is generated by P 1-Lagrange plus P 0 basis functions. This leads to the P1

nc − (P 0 + P 1) mixed finite
element method. This method shows interesting numerical results. However, only an incomplete proof
of inf-sup condition is available in [5, 3]. Our goal here is to gather and to clarify the evidence to exhibit
the inf-sup condition. We will show that this finite element method shows accurate results in 2D. We
will give numerical results to illustrate its efficiency.

Keywords: Stokes problem, nonconforming Crouzeix-Raviart finite element, inf-sup condition, pressure robust
discretization
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Abstract

In phase-field fracture simulation, a constraint variational inequality system, derived from the Francfort-
Marigo energy functional [1] has to be solved. This problem is challenging due to two difficulties: Firstly,
we have nonlinearities, which need to be treated. Secondly, it includes an inequality constraint that
represents the irreversibility condition. The crucial nonlinearity can be resolved using an extrapolation
depending on previous solutions to obtain a convex problem. The constraint can be treated with a primal-
dual active set method. In a contribution from 2015 [2], Timo Heister, Mary Wheeler and Thomas Wick
introduced a concept for solving phase-field fracture problems with a primal-dual active set method
and the concept of extrapolation, which were later included in the pfm-cracks code from 2020 [3].
Combined with a Newton method for solving the nonlinear phase-field fracture problem, we obtain a
solution algorithm which seeks to minimize the Newton residual while achieving convergence in the active
set at the same time. This implementation has two drawbacks: on the one hand, the extrapolation leads
to time-lagging fracture growing phenomena. On the other hand, the active set reveals slow convergence
within the solution method. In this talk, we present an iteration on the extrapolation in order to iterate
the problem to the monolithic limit. This neglects the time-lagging phenomena. Furthermore, three
different suggestions for performance enhancements based on adjusting a constant, which takes a role
during the computation of the active set. With a performance study, we substantiate the ideas by
considering several quasi-static benchmarks in two or three dimensions.

Keywords: Phase-field fracture, complementarity system, primal-dual active set, modified Newton’s method
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Abstract

In this talk, we present recent advances [1] in applying the augmented Lagrange multiplier method
as a general approach for generating multiplier–free stabilized methods. The augmented Lagrangian
method consists of a standard Lagrange multiplier method augmented by a penalty term, penalising the
constraint equations, and is well known as the basis for iterative algorithms for constrained optimization
problems. However, its use as a stabilization method in computational mechanics has only recently been
appreciated. We first show how the method generates Galerkin/Least Squares type schemes for equality
constraints and how it can be extended to develop new stabilized methods for inequality constraints.
We present applications to different problems in computational mechanics.

Keywords: Augmented Lagrangian, Stabilized finite element method, Error estimates
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Abstract

The talk focuses on the study of ground states of Bose–Einstein condensates in a rotating frame. The
ground states are described as the constrained minimizers of the Gross-Pitaevskii energy functional
with an angular momentum term. The problem is discretized using Lagrange finite element spaces
of arbitrary polynomial order. The approximation properties of discrete ground states are presented,
taking into account the missing uniqueness of ground states which is mainly caused by the invariance
of the energy functional under complex phase shifts. The error analysis is based on an Euler–Lagrange
functional that we restrict to certain tangent spaces in which we have local uniqueness of ground states.
Error estimates of optimal order are shown for the L2- and H1-norm, as well as for the ground state
energy and chemical potential. We also present numerical experiments to illustrate various aspects of
the problem structure.

Keywords: Constrained minimization problem, Gross-Pitaevskii equation, Bose–Einstein condensates, Finite
element method.
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Abstract

One of the primary reasons behind the success of neural networks has been the emergence of an array
of new, highly-successful optimizers, chief among them the Adam optimizer.

Another trend that is gaining increasing traction in the machine learning community is the intro-
duction of manifolds (non-euclidean parameters) in neural network architectures. The motivation for
doing so is twofold. First, it has been observed that architectures such as CNNs and transformers profit
from enforced orthogonality constraints [1, 5]; this requires optimization on the Stiefel manifold. Second,
many physics applications require enforcing constraints related to the system at hand; these require opti-
mization on e.g. the symplectic Stiefel manifold, the Grassmann manifold and the symplectic Grassmann
manifold [2]. This establishes a need to generalize optimizers to these structures.

Fruitful efforts have been made to do so in recent years [4, 3]. These existing optimizers do however
not generalize all the aspects of the Adam algorithm to manifolds. In this work we propose a different
approach based on the specific structure of the considered manifolds:

All of the manifolds mentioned above are “principal homogeneous spaces” that admit a global repre-
sentation of the tangent space. This global representation can be used to perform all the operations in
the Adam alorithm on manifolds and allows for faster and more efficient training of these general neural
networks.

After discussing the theory behind these optimizers, an efficient implementation in Julia will be
presented, together with numerical results.

Keywords: neural networks, manifold optimization, orthogonality constraints, structure-preservation.
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Abstract

This talk intends to address the challenge of solving Partial Differential Equations (PDEs) with smooth
or non-smooth solutions by formulating variational PDE formulations resulting in a soft-constrained
optimization problem. The flexibility of the variational formulation enables us to use hybrid non-linear
surrogates to approximate discontinuous shocks while solving forward or inverse PDE problems. We
first explore general concepts and tools necessary for solving PDEs under a variational formulation with
general non-linear surrogates and boundary conditions. We then compare the numerical performance of
Physics Informed Neural Networks (PINNs) as surrogates against Polynomial Surrogate Models (PSMs).
Our goal is to open up the discussion regarding the class of problems that genuinely require the use of
Neural Networks. Our findings indicate that PSMs outperform PINNs by several orders of magnitude in
both accuracy and runtime. Furthermore, we introduce a new method for approximating discontinuous
functions using modified global spectral methods. We extend this method to solve PDEs with non-
smooth solutions, providing an innovative solution to a highly challenging problem.

Keywords: Shock Approximation, Variational Formulation, PDEs
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Abstract

In this talk we present an algorithm which appears to be the first bridge between the fields of conditional
gradient methods, also known as Frank-Wolfe methods [1], and abs-smooth optimization [2]. The broad
class of optimization tasks covered by this approach includes, e.g., the squared ℓ2-error of a neural
network with ReLU or hinge loss activation. Among others, these machine learning problems motivate
our nonsmooth nonconvex problem setting.

For this purpose, we present a generalization to the traditional Frank-Wolfe gap and show that first-
order minimality is achieved when it vanishes. Moreover, we will discuss a convergence rate for our
algorithm which is identical to the smooth variant of the Frank-Wolfe algorithm [3].

Our method necessitates the solution of a piecewise linear subproblem which is more challenging
than in the smooth case, where just a linear problem must be solved. To handle this nonsmoothness, we
provide an efficient numerical method for its partial solution [4, 5], and we identify several applications,
e.g., from machine learning, where our approach fully solves the subproblem. Numerical and theoretical
convergence will be demonstrated, yielding several conjectures.
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Abstract

Two features characterize most classical optimization algorithms: variables are Euclidean (or perhaps live
in a Hilbert space or manifold), and the objective is smooth, convex, or some composition thereof. This
talk sketches some developments without one of these features. Starting with an outline of Kurdyka-
Lojasiewicz-based complexity theory for optimization on metric spaces, the talk moves on to discuss
alternating projections in geodesic metric spaces, and ends by analyzing the subgradient-oracle cost of
nonconvexity in Lipschitz minimization.
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Abstract

In this talk, we briefly explain various models of Reaction-Diffusion Systems characterized by high
competition rates. We investigate the existence and uniqueness of solutions for each model, and numerical
approximation of their singular limit. Next, I address graph-based semi-supervised learning leverage the
theory of these competitive-type systems of PDEs to classify data when only a few labels are available.

We define a discrete counterpart over connected graphs by using a direct analogue of the corre-
sponding competitive system. Then we consider a model motivated by the recent numerical results on
the spatial segregation of reaction-diffusion systems. Finally, we present some numerical experiments
showing the efficiency of the method.

Keywords: Free boundary problems, Semi-supervised learning, Laplace learning.
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Abstract

The conventional no-slip boundary condition does not always hold in several fluid flow applications and
must be replaced with appropriate slip conditions according to the wall and fluid properties. However,
not only slip boundary conditions are still a subject of discussion among fluid dynamicists, but also
their numerical treatment is far from being well-developed, particularly in the context of very high-order
accurate methods. The complexity of these conditions significantly increases when the boundary is not
aligned with the chosen coordinate system and, even more challenging, when the fluid slips along a
curved boundary. The present work proposes a simple and efficient numerical treatment of general slip
boundary conditions on arbitrary curved boundaries for three-dimensional fluid flow problems governed
by the incompressible Navier-Stokes equations. In that regard, two critical challenges arise: (i) achiev-
ing very high-order of convergence with arbitrary curved boundaries for the classical no-slip boundary
conditions and (ii) extending the developed numerical techniques to impose general slip boundary condi-
tions. The conventional treatment of curved boundaries relies on generating curved meshes to eliminate
the geometrical mismatch between the physical and computational boundaries and achieve high-order
of convergence. However, such an approach requires sophisticated meshing algorithms, cumbersome
quadrature rules on curved elements, and complex non-linear transformations. In contrast, the recon-
struction for off-site data (ROD) method handles arbitrary curved boundaries approximated with linear
piecewise elements, while employing polynomial reconstructions with specific linear constraints to fulfil
the prescribed boundary conditions. For that purpose, the general slip boundary conditions are reformu-
lated on a local orthonormal basis to allow a straightforward application of the ROD method with scalar
boundary conditions. The Navier-Stokes equations are then discretised with a staggered finite volume
method, and the numerical fluxes are computed solely on the polygonal mesh elements. Several bench-
mark test cases of fluid flow problems in non-trivial three-dimensional curved domains are addressed
and confirm that the proposed method effectively achieves up to the eighth-order of convergence.

Keywords: Three-dimensional incompressible Navier-Stokes equations, Navier-slip boundary conditions, Fi-
nite volume method, Very high-order of convergence, Arbitrary curved boundaries, Piecewise-linear boundary
approximation
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Abstract

Fluid-fluid interaction problem is of considerable interest especially in computational fluid dynamics
simulations for different industrial and engineering applications. One of the common problem can be
observed in atmosphere-ocean (AO) interactions. This work considers the approximate solutions of the
equations of AO problem.

In this study, we propose a defect-deferred correction method of [1], increasing both temporal and
spatial accuracy, for atmosphere-ocean interaction problem with the use of geometric averaging of [2] for
decoupling terms at the nonlinear interface. In defect step, a different variant of SAV method essentially
based on the one introduced in [3], where an effective VMS stabilization acts on only the small scales is
employed for the numerical simulation of the AO problem. Instead of using projection operator for VMS
stabilization, the stabilization is dealt with vorticity term and grad-div stabilization in the viscous term.
An important aspect of this consideration is not only conforming mixed finite element approximation is
produced, but also with the use of vorticity extra storage requirement is reduced. In the case of small
viscosity, the use of only three variables instead of nine variables enables to improve the solution of
the system. Then, a deferred step is combined with the defect step not only to eliminate dissipative
influence of the artificial viscosity but also to increase temporal accuracy from first order to second. The
unconditional stability and optimally convergent results of the resulting algorithm are investigated both
analytically and numerically. Both theoretical and computational findings illustrate that the proposed
vorticity based SAV method has advantages over gradient based SAV method for reducing computation
cost.

Keywords: Atmosphere-ocean (AO) interactions, defect-deferred correction method, subgrid artificial viscosity
(SAV) method, geometric averaging
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Abstract

The question of how to remove space debris has become more important in recent years. On the one hand,
this is due to the newly emerging challenges for satellite applications (e.g. communication systems). On
the other hand, the number of satellite manufacturers and operators grows. Overall, this leads to a rise
of the number of satellites in the orbit and increases the risk of collisions.

To tackle this problem, we focus on a robotic arm attached to a service satellite to grasp space
debris. From a mathematical point of view, this leads to several challenges. One is the path planning
for approaching and reaching the space debris with the robotic arm without any collision. Classical
optimal control strategies (e.g. dynamic programming) struggle to solve the optimization problem with
a high dimensional dynamical system and complex collision constraints in real time. For problems like
this, Reinforcement Learning (RL), where a controller-like policy is trained in an offline phase based on
simulated data, offers a solution. During the online phase, we then have a very fast policy, which is
able to steer the dynamical system. However, for pure RL approaches, numerical tests reveal a long and
inefficient training phase.

Therefore, we will present a hierarchical approach that benefits from both classical optimal control
techniques and Reinforcement Learning. On a coarse level, RL manages path planning and collision
avoidance by setting intermediate points. Then, an optimal control strategy can be used to steer the
actual dynamical system from one point to the next one. In this way, the training phase of RL is
shortened and more efficient since only a coarse planning is done. Moreover, the optimal control problem
for classical approaches is simplified, since no collision constraints need to be considered.

Finally, we show the working principle and advantages by applying this strategy to a docking ma-
neuver of two satellites.

Keywords: Reinforcement Learning, Optimal Control, Space Debris Removal, Path Planning

∗This research has been conducted within the project frame of SeRANIS Seamless Radio Access Networks in the
Internet of Space. The project is funded by dtec.bw Digitalization and Technology Research Center of the Bundeswehr,
grant number 150009910.

446



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

On the inf-sup compatibility of raviart-thomas elements
combined with conforming nodal elements

Pierre-Alain Goulm1 and Fleurianne Bertrand1

1Fakultät für Mathematik, TU Chemnitz
1pierre.goulm@mathematik.tu-chemnitz.de;

fleurianne.bertrand@mathematik.tu-chemnitz.de

Abstract

The mixed finite element method has been widely utilized for solving elasticity problems, encompassing
the development of several element pairs and various formulation types. In particular, mixed finite
elements were introduce to allow for the robust implementation of constraints. Traditionally, an inf-
sup condition is required to guarantee compatibility between finite element spaces. However, the recent
contribution [1] shows existence and uniqueness of the solution can be obtained even though the numerical
schemes is inf-sup unstable. This talks aims to investigate the stability of a corresponding coupled
problem in poromechanics by closely examining the inf-sup condition for the continuous element pair
(RT0)2 × (P1)2 introduced in [2].

Keywords: inf-sup condition, mixed finite elements
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Abstract

In a context of increasingly complex computer architectures, parallel programming has become a remark-
able tool for the solution of problems of different nature. The number of supercomputers has increased
over the years, and this trend seems to continue in the future, due to the lack of speed improvement
of each calculation core, which leads to a greater number of connected computers. In the context of
differential equations, the concept of parallelization can be implemented for integrating evolutionary
problems, in which space and time variables are involved. As a first approximation, parallelization in
space can be suitable for certain problems, but, if a large number of calculation cores is available, time
parallel time integrators are also required.

In this framework, we present two new space-time parallel methods based on the parareal algorithm.
This time parallel time integrator considers two propagators, one of them cheap and fast and the other
one expensive but more accurate that is used in a parallel way over the time windows (cf. [3]). The
algorithm is combined with two time-splitting schemes, namely, the fractional implicit Euler scheme
(as defined in [2]) and the Douglas-Rachford method (cf. [1]). These integrators can be parallelized in
space, thus yielding combined methods which are parallel in space and time. The resulting algorithms
permit us to integrate parabolic problems significantly faster by optimizing the use of available connected
CPUs. We show stability and convergence properties for both methods, remarking the importance of
choosing L-stable methods in order to obtain stable space-time parallel schemes with faster convergence,
as suggested in [4]. Along with theoretical results, we propose some numerical experiments to confirm
the power of the designed integrators, illustrating their potential when very fine meshes in time and
space are needed.
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Abstract

The talk will be focused on central-upwind schemes, which are simple, efficient, highly accurate and
robust Godunov-type finite-volume methods for hyperbolic systems of conservation and balance laws.
I will first briefly go over the main three steps in the derivation of central-upwind schemes. First, we
assume that the computed solution is realized in terms of its cell averages, which are used to construct
a global in space piecewise polynomial interpolant. We then evolve the computed solution according to
the integral form of the studied hyperbolic system. The evolution is performed using a nonsymmetric
set of control volumes, whose size is proportional to the local speeds of propagation: this allow one to
avoid solving any (generalized) Riemann problems. Once the solution is evolved, it must be projected
back onto the original grid as otherwise the number of evolved cell averages would double every time
step and the scheme would become impractical. The projection should be carried out in a very careful
manner as the projection step may bring an excessive amount of numerical dissipation into the resulting
scheme as was the case in previous versions of the central-upwind schemes.

In order to more accurately project the solution, we have recently introduced a new way of making
the projection. A major novelty of the new approach is that we use a subcell resolution and reconstruct
the solution at each cell interface using two linear pieces. This allows us to perform the projection in the
way, which would be extremely accurate in the vicinities of linearly degenerate contact waves. This leads
to the new second-order semi-discrete low-dissipation central-upwind schemes, which clearly outperform
their existing counterparts as confirmed by a number of numerical experiments conducted for both the
1-D and 2-D Euler equations of gas dynamics in both single- and multifluid settings.

The accuracy of the low-dissipation central-upwind schemes can be further increased in two ways.
First, we develop a scheme adaption strategy: we automatically detect “rough” parts of the computed
solution and apply an overcompessive slope limiter in these areas at the piecewise linear reconstruction
step. The adaptive low-dissipation central-upwind schemes achieve a superb resolution in a variety of
challenging numerical examples. Second, we utilize the new low-dissipation central-upwind numerical
fluxes to construct new fifth-order finite-difference A-WENO schemes, which outperfom their existing
A-WENO counterparts based on less accurate central-upwind numerical fluxes.

Keywords: Finite-volume methods, central-upwind schemes, Euler equations of gas dynamics, compressible
multifluids
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Abstract

Double-walled structures separated by an acoustic cavity are widely used in many applications for sound
insulation purposes. Their sound transmission loss is estimated by calculating the ratio between the
incident sound power on the first wall and the radiated sound power by the second [1, 2]. The introduction
of a poroelasic layers brings a better sound insulation against external noise. In this context, this work
deals with the numerical prediction of the sound radiation from double-walled structure with poroelastic
layers. The proposed approach is based on the use of the finite element method for the modeling of the
different solid and fluid domains of the problem. A mixed displacement-pressure variational formulation
of the Biot poroelasticity equations is used to model the poroelastic domain [3]. The structure is excited
by a diffuse field represented by a superposition of plane waves with random phases and directions. The
acoustic power radiated by the second wall is calculated by applying the Rayleigh integral method [4].
The results show the importance of optimizing the position of the porous layers to maximize the sound
insulation.
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Abstract

This talk is concerned on the interaction between an electromagnetic field and a gain medium in the
context of laser physics, with the goal of modelling the gain process that results in an increase in optical
power. To achieve this, we focus on the atomic structure of the gain medium, specifically the behavior
of its electrons, and explore their interaction with the electromagnetic field. This phenomenon can be
modelled by a four-level atomic system model that combines Maxwell’s equations and a set of non-linear
Ordinary Differential Equations (ODEs) to describe the electronic density evolution for each energy level.
Most of the existing works dealing with this model consider teh FDTD method as seen in [1]. In this
talk, we will present a novel numerical modeling leveraging the Discontinuous Galerkin Time-Domain
scheme in 3D that we have set up to solve this model.

Based on the work done in [2], we have established a leap-frog 2 temporal scheme for this problem.
For the DG scheme, we had to make approximations for the nonlinear terms present in the ODEs. A
theoretical study of the problem and the schemes were carried out, and we defined a continuous and
discrete energy for this problem, inspired by the work done in [3], which we estimated in both cases.
Finally, the DG scheme was implemented in 3D and validated using manufactured solutions. We will
present these results, including orders of numerical convergence obtained and the application of this
numerical method to a physical case.

Keywords: Laser physics, gain medium, time-domain Maxwell equations, rate equations, Discontinuous Galerkin
method.
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Abstract
A known challenge in the field of model order reduction is the application of established techniques to
hyperbolic problems. Taking the linear transport equation as a simple example, it has been shown that
the approximability - measured by the Kolomogorovo n-width - decays slowly and thus linear techniques
are bound to perform poorly [3].

However, in many real-world-applications the advection field is often constant as it is either analyt-
ically known/measured or given as the solution to i.e. the Darcy- or the Navier-Stokes-equation. We
examine the case of reactive transport in a catalytic filter with a parametrized reaction coefficient and
parametrized inflow conditions while the velocity field is constant and given as the Darcy-flow. We were
able to prove that in this setting the Kolomogorov n-width decays exponentially.

For the discretization we adapt the construction introduced by Brunken et al. [1] and recently also em-
ployed by Henning et al. [2] yielding an optimally-stable scheme using non-standard function spaces [4].
We discuss the advantages of this approach for (localized) model order reduction, as well as its chal-
lenges. Numerical experiments using a greedy-type algorithm confirm the exponential convergence of
the approximation error.
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Abstract

Deep learning based model order reduction of parametric partial differential equations has gained trac-
tion in recent years. Deep learning based methods can be non-intrusive in nature and may not require
access to source code used to solve high-fidelity model. In the case of offline-online two stage proce-
dure, deep learning methods are quicker in the online phase. However during the offline phase, they
suffer from severe computational cost associated to generation of training data and training of artificial
neural network. On exascale systems, such approaches require more careful numerical implementation
due to heterogeneous mixed CPU/GPU devices. In this context, we introduce data-parallelism based
distributed training of the artificial neural network in order to address the issue of high offline cost.
We also introduce PyTorch-RBniCSx-FEniCSx based open source package, DLRBniCSx, for deep learning
based reduced order modelling.
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Abstract

In this talk, we discuss the adaptive solution of a model for porous media flow based on the Darcy-
Forchheimer equations. We will consider an adaptive algorithm based on an a posteriori error indicator
of residual type, reliable and locally efficient. Then, we will present the application of this numerical
method to the simulation of the drying of porous solids, like wood and wood composites.

Keywords: Darcy-Forchheimer equations, a posteriori error estimates, mixed finite element, drying, porous
solids
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Abstract

In this talk, we present high-order surface quadratures (HOSQ) approximating regular surface integrals
on closed surfaces. HOSQ rests on curved surface triangulations realised due to kth-order interpolation
of the closest point projection π : Mh −→ M, extending initial linear surface approximations Mh of
mesh size h > 0. The surface quadratures rest on a novel diffeomorphic square-triangle transformation
yielding an alternative to Duffy’s transformation, termed square-squeezing. Square-Squeezing enables to
pull-back interpolation and integration tasks to the standard square, suppressing Runge’s phenomenon
when choosing Chebyshev–Lobatto interpolation nodes. For regular initial linear surface approximations
Mh, we provide algebraic approximation rates scaling purely with the interpolation degree, deg = k,
and not, as most common, with the mesh size h > 0.

Consequently, instead of applying mesh-refinements, high-accurate surface integral approximations
for coarse meshes can be reached by choosing high interpolation degrees. We will present numerical
results for a wide variety of regular surface integrals, demonstrating the approximation power of the
HOSQ method and its applicability to numerical differential geometry.

Keywords: high-order accuracy, numerical integration, surface integrals, square squeezing transformation, clos-
est point projection
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Abstract

Deep neural networks (DNNs) have vast applications across academic disciplines. The precision and
versatility of DNNs depend on the amount of parameters and training data. As network size and data
volume continue to increase, it is crucial to develop new scalable and distributed training methods.
Our proposed approach employs non-linear domain-decomposition techniques on the data space, with
demonstrated convergence and scalability through benchmark problems. Compared to the stochastic
gradient descent (SGD) method, our approach significantly reduces the number of iterations and exe-
cution time. Ultimately, we demonstrate the scalability of our PyTorch-based training framework by
leveraging CUDA and NCCL technologies.

Keywords: Neural networks, Domain decomposition, Training
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Abstract

Constructing fast solution schemes often involves deciding which errors are acceptable and which
approximations can be made for the sake of computational efficiency. Herein, we consider a mixed
formulation of Darcy flow and take the perspective that the physical law of mass conservation is signif-
icantly more important than the constitutive relationship, i.e. Darcy’s law. Within this point of view,
we propose a three-step solution technique that guarantees local mass conservation.

In the first step, an initial flux field is obtained by using a locally conservative method, such as the
TPFA Finite Volume Method. Although this scheme is computationally efficient, it lacks consistency
and therefore requires a suitable correction. Since this correction is divergence-free, the Helmholtz
decomposition ensures that it is given by the curl of a potential field. The second step therefore employs
an H(curl)-conforming discretization to compute the correction potential and update the flux field. The
pressure field is computed in the final step by using the same TPFA system from the first step.

The procedure guarantees local mass conservation regardless of the quality of the computed correc-
tion. Thus, we relax this computation using tools from reduced order modeling. We introduce a reduced
basis method that is capable of rapidly producing a potential field for given permeability fields. By
applying the curl to this field, we ensure that the correction is divergence-free and mass conservation is
not impacted.

Finally, we extend the method to solving Darcy flow in fractured porous media. We rewrite the
equations in terms of mixed-dimensional differential operators and identify the problem as a mixed-
dimensional Darcy flow system. In turn, the proposed three-step solution procedure directly applies
using the mixed-dimensional curl to ensure local mass conservation.

Keywords: Porous media flow, Reduced basis method
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Abstract

The bladder is the organ in the urinary system which has the function of receiving the urine produced
by the kidneys, keep it and then evacuate. In this research, we build with paediatric surgeons a simple
numerical model of the child’s bladder to study the mechanism of filling and voiding in order to better
understand how the fluid interacts with the wall. The different models are based on real data provided
by surgeons, such as volumes, flows, urodynamic data or medical images like cystography.

During the urination, the bladder wall deforms and the size of bladder decrease. To represent
this phenomenon, we use the Arbitrary Lagrangian Eulerian (ALE) method to solve the Navier-Stokes
equations with a free surface, using FreeFem++ [1],





∂u⃗

∂t
+ (u⃗− c⃗).∇u⃗− ν∆u⃗+ ∇p = 0 , ∇.u⃗ = 0 in Ωt

ν
∂u⃗

∂n⃗
− pn⃗ = −pen⃗− σ(κ)n⃗ on Γt

free

(1)

where u⃗ is the fluid velocity, ν its kinematic viscosity, p the pressure, pe is the abdominal pressure, σ is
the surface tension coefficient, κ is the curvature of the free surface and c⃗ represent the domain velocity.

The upper wall (Γfree), called bladder dome, become deformed when the urine is flowing towards
the urethra and goes out. The lower part of the wall is fixed because the bladder trigone and the pelvis
prevent the deformation of this zone. The domain velocity c⃗ is calculated by the harmonic extension of
u⃗ on Γfree, like in [2]. Results obtained are satisfactory, reproducing a physiological behavior.

Regarding the filling of the bladder, urine gradually enters through the ureters and pushes the bladder
dome until it reaches the maximum capacity. We first impose the movement of the dome to reproduce the
displacement observed in the images of cystography. We will show different fluid-structure interaction
models that would allow us to obtain the same results.

Keywords: Navier-Stokes equations, ALE formulation, Free surface, Fluid-structure interactions
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Abstract

It is well known that electrical properties (EPs), i.e. conductivity and permittivity, of biological
tissues of human body can provide information about pathological and healthy tissues. On the other
hand, the precise knowledge of EPs is necessary in numerical simulation of magnetic resonance imaging
(MRI) which is highly recommended to guarantee the international safety standards of the patient during
the medical exam. We will present here a method called ”contrast source inversion” that aims to recover
the EPs of tissues from measurements of the radio frequency magnetic field performed by MRI scanners.

To this end, synthetical measurements have been obtained by the two-dimensional simulation of
the electromagnetic field in a MRI birdcage coil. The two-dimensional transverse magnetic mode of
Maxwell’s equations reduces the electric field problem into a scalar Helmholtz problem:

{
−∆Esc − k2Esc = −k2w in Ω
Esc = 0 on ∂Ω

(1)

where Esc = E−Eb, in which E and Eb are, respectively, the total electric field in presence of the body
and the background field generated by the same source field J. Moreover, w = χE is the contrast source
with χ = 1 − ϵr, the contrast of the body (where ϵr represents the relative permittivity depending on
both EPs).

The contrast source inversion method reformulates the inverse problem as the minimization of a cost
functional, which is weighted of the data and state errors:

F [w,χ] =
η

2
∥fdata − (GD ◦ Lb)[w]∥2D +

ηD
2
∥χEb − w + χ((GD ◦ Lb)[w])}∥2D

where η and ηD are the weights, ∥ · ∥D denotes the L2 norm on the domain D where the data fdata are
collected, and GD is the restriction on D.

Finally, Lb refers to the following problem:

Lb : L2(D) → H1
0 (Ω) w 7→ Lb[w] = Esc

where Esc is the solution of the problem (1) which is solved using finite element method.

Keywords: Inverse problem, Maxwell’s equations, Finite element method
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Abstract

In the last two decades, model order reduction has been established as an important tool for the solution
of high-dimensional parametrized partial differential equations. However, even with the development
and success of new methods that exploit machine learning tools, the problem of offline sampling re-
mains. Most methods still rely on a random sampling of the parameter space, which especially in
high-dimensional parameter spaces necessitates large amounts of training data. We explain a novel
method to determine where to sample, therefore reducing the number of samples required.

Keywords: Parametrized PDEs, High-dimensional parameter space, Reduced basis, Greedy sampling, Block
sampling

References

[1] A. Quarteroni, A. Manzoni, F. Negri (2016). Reduced basis methods for partial differential equations
an introduction. Springer International Publishing.

[2] L. Iapichino, S. Volkwein (2015). Optimization strategy for parameter sampling in the reduced basis
method. IFAC-PapersOnLine, 48(1), 707–712.

461



ENUMATH 2023, September 4 – 8, Lisbon, Portugal

Parameter identification on time-dependent domains using
adaptive finite cell methods

Annika Osmers1 and Andreas Rademacher1

1Center for Industrial Mathematics (ZeTeM), University of Bremen, Germany
aosmers@uni-bremen.de, arademac@uni-bremen.de

Abstract
Motivated by an industrial drilling process, we consider a time-dependent domain Ω(t) ⊂ Rd, d ∈ {2, 3}
and a time interval I = [0, T ] with end point T > 0. We aim for the control-state tuple (q, u), which
satisfies the following parabolic optimization problem:

min J(q, u) :=

∫

I

J1(u(t)) dt + J2(u(T )) +
α

2
∥q∥2

subject to

u̇(x, t) +Au(x, t) = f(x, t) in Ω(t) × I

u(·, 0) = u0 in Ω(0)

∂nu(x, t) = q(x, t) on Γ(t) × I,

where J1 and J2 are suitable functionals. Alternatively, it is possible to formulate the problem as an
optimality system. To this end, necessary and sufficient optimality conditions of first order are derived
by means of the Lagrangian.

In order to deal with the time dependence of the domain, a fictitious domain (FD) approach is used.
It is characterized by the fact that the complicated domain Ω(t) is embedded into a fictitious domain
Ω̃ ⊂ Rd of constant shape. Therefore, we have to penalize those solution components that are not
generated on the actually existing domain Ω(t) by means of a very small FD-parameter ϵ > 0. It is
realized by incorporating a regularized cut-off function in the spatial quasilinear differential operator A of
second order. For the numerical solution, a space-time finite element discretization is realized; together
with the FD approach it forms the so-called finite cell method (FCM). The discontinuous temporal test
functions enable the formulation of the discrete problem equations as time stepping schemes.

The next step will be the derivation of a posteriori error estimators, which evaluate the error between
the solutions of the continuous and the discrete optimization problems. Here, the error arises from the
five error sources: FD approach, space and time discretization, quadrature and numerics. For the a
posteriori error control the so-called dual weighted residuals (DWR) method will be used. Afterwards,
we will develop an adaptive FCM algorithm based on the derived a posteriori error estimators, which
balances the different error components in an appropriate way.

Keywords: Optimal control, Time-dependent domains, Fictitious domain approach, Finite cell method
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Abstract

In [1], we presented an adaptive estimate for the energy norm of the error in the conjugate gradient (CG)
method. The estimate is very cheap to evaluate and numerically reliable in finite-precision computations.
Additionally, following [2], we show the extension of the estimate for other methods (CGLS, CGNE,
LSQR, and CRAIG) for solving linear approximation problems with a general rectangular matrix. The
estimate can be used also for preconditioned variants of the methods and can be easily implemented into
existing codes.

The poster is based on joint work with G. Meurant and P. Tichý.

Keywords: System of linear algebraic equations, Conjugate gradient method, Error estimate
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Abstract

The TrioCFD code is a computational fluid dynamics (CFD) simulation software developed at the CEA.
It solves Navier-Stokes equations and it is dedicated to the numerical simulation of turbulent flows for
scientific and industrial applications, particularly in the nuclear field. An effective way to solve the
equations is to use the first-order non-conforming Crouzeix-Raviart finite element method that we call
the P1

nc−P 0 scheme. This finite element method is convenient since they induce local mass conservation
and leads to a linear system that is cheap to solve. However spurious velocities may appear and damage
the approximation. An improved version (by adding pressure degree of freedom at the vertices) is
implemented in TrioCFD code for simplicial meshes, that we call the P1

nc − (P 0 + P 1) scheme [1], and
reduces the spurious velocities in 2D. It is also efficient in 3D, except when the source term is a strong
gradient. To obtain the same accuracy in 3D as in 2D, one must increase the number of degrees of
freedom of the discrete pressure space, which leads to a more expensive numerical scheme. We aim to
develop a new numerical scheme that would reduce the spurious velocities both in 2D and 3D, but at a
lower cost.

We propose a scheme, that allows ones to reduce the spurious velocities without adding degrees of
freedom. We present a new discretization for the gradient of pressure based on the symmetric MPFA
scheme (Finite volume MultiPoint Flux Approximation [2, 3]). This scheme has been encoded in Octave
and TrioCFD and has been compared to the other alternatives. It gives promising results by being a
good compromise between P1

nc − P 0 scheme and P1
nc − (P 0 + P 1) scheme.

Keywords: Navier-Stokes equations, MPFA scheme, Spurious velocities, Crouzeix-Raviart FEM
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pressibilité renforcé. PhD thesis, Université Pierre et Marie Curie Paris 6.

[2] L. Agelas and R. Masson (2008). Convergence of the finite volume MPFA O scheme for heterogeneous
anisotropic diffusion problems on general meshes. In Acad. Sci. Paris, Ser. I 346.

[3] C. Le Potier (2005). A finite volume method for the approximation of highly anisotropic diffusion
operators on unstructured meshes. In Comptes rendus Mathématiques de l’Académie des Sciences,
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Abstract
An inverse problem in optical design consists of finding an optical system that shapes a given light
distribution f : X → [0,∞) into a desired target distribution g : Y → [0,∞). Our goal is to find
a function u, defining the optical system. The target coordinates of a ray are linked to its source
coordinates through the optical map m : X → Y. For many systems, the ray path is governed by an
equation of the form u(x) = G(x,y, z), for an auxiliary function z. We define H as the inverse of G
w.r.t. z, such that

u(x) = G
(
x,y, z(y)

)
⇐⇒ z(y) = H

(
x,y, u(x)

)
. (1)

We can find a unique solution pair (u,m) by assuming that u is G-convex [2]. We define H∗(x,y) =
H
(
x,y, u(x)

)
and obtain the necessary condition ∇xH

∗(x,y) = 0. Substituting y = m(x) and differ-
entiating w.r.t. x gives

P (x) = C(x,m(x), u(x))Dm(x), (2)

where P := −DxxH
∗ and C := DxyH

∗. The conservation of energy relation leads to a Monge-Ampère-
type equation of the form

det(Dm(x)) =
f(x)

g(m(x))
=: F (x,m(x)), (3)

giving us detP = F detC. We have to find a u and m that satisfy Eq. (2) and (3) combined with the
boundary condition m(∂X ) = ∂Y. We solve this iteratively with a least-squares solver. First find a P by
minimizing a functional that minimizes the deviation from Eq. (2), constrained with detP = F detC.
We then find a projection b from m(∂X ) to ∂Y. Solving Eq. (2) in a least-squares sense for m leads
to two coupled elliptic equations that are discretized with the finite volume method. The final step
computes u from ∇xH(x,y, u(x))|y=m(x) = 0 in a least-squares sense, leading to a Neumann problem,
which is again discretized with the finite volume method.

Keywords: Illumination optics, Computational optics
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Abstract

Friction plays a significant role in many mechanical processes. The simulation of such a process depends
strongly on the choice of the friction model. Friction models are determined by one or more friction
model parameters. As these parameters cannot be measured directly, we identify them numerically.

For linear-elastic, unilateral contact, the displacement u can be obtained by solving Signorini’s prob-
lem numerically (see [2]). The setting yields a variational inequality in the weak form. Restricting the
choice of feasible displacements can be avoided by adding a term that penalizes the violation of the con-
tact condition. Friction is included for the tangential direction on the contact boundary. We discretize
the problem using finite elements.

The numerical parameter identification problem is given by

J(p∗) = inf
p
J(p), J(p) =

1

2

∫

ΓC

(u(p) − uexp)2do+
α

2

∫

ΓC

p2do, α const,

governed by Signorini’s problem with friction and penalty. We consider measured and simulated dis-
placements, uexp and u, on the contact boundary ΓC and friction model parameters p.

Friction comprises both sticking and slipping phases. The distinction of the two phases leads to a
non-differentiable term for the friction and thus to a non-smooth parameter-to-state operator. To make
gradient-based optimization methods applicable, we have to smoothen the problem by regularizing the
friction term. This results in a family of regularized parameter identification problems governed by a
variational equation, which can be solved by standard techniques (see e. g. [1]).

For the frictionless Signorini problem with penalty, the convergence of the solutions with respect
to the penalty parameter has been studied in [3]. Convergence considerations will now be extended to
the problem with regularized friction. This involves numerical experiments for the simulation and the
parameter identification.

We aim at developing an adaptive algorithm that balances the influence of the regularizations. To
that end, the dual weighted residual method (DWR) will be applied to derive a goal-oriented error
estimator that includes estimators for the penalization error and the friction regularization error.

The frictional contact in bolt-nut connections is discussed as an example.

Keywords: parameter identification, frictional contact, penalty method, adaptive finite elements
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Abstract

The fluid-structure interaction problem is a very interesting phenomenon with many important appli-
cations, e.g. the flutter of aircraft wings, the operating life of compressors or a design of wind turbine
blades. This paper focuses on finite element approximation of fluid-structure interaction problems. A
simplified two-dimensional problem of incompressible fluid flow interacting with a vibrating cylinder
with one degree of freedom is considered. In this case, it is necessary to deal with the time change of
the computational fluid domain. The arbitrary Lagrangian-Eulerian (ALE) method is employed and
the Navier-Stokes equations in ALE formulation are numerically approximated using the finite element
method, see [1]. Two representatives of the FE family satisfying Babuška-Brezzi (BB) inf-sup condition,
which guarantees numerical stability, are chosen: the classical Taylor-Hood (TH) finite element and the
Scott-Vogelius (SV) finite element. The SV element, which approximates pressure by a discontinuous
function, satisfies strongly the divergent-free constraint, and thus it delivers better theoretical a priori
error estimates, see [2].

In the end, we compare in-house implementations of both TH and SV elements on the vibrating
cylinder benchmark. The resonance of cylinder vibrations appears for certain inlet velocities and they
are compared with the reference data.

Keywords: Finite element method, Fluid-structure interaction, ALE method, Taylor-Hood element, Scott-
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